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Abstract

Nitrogen is one of the major constituents of biological systems. The shortage of
available nitrogen is the reason why fertilizer is used in agriculture. The only
relevant inorganic source of nitrogen is our atmosphere. Accessing atmospheric
dinitrogen, however, requires to break one of the strongest chemical bonds. For
this purpose, nature developed an enzyme of exciting complexity, namely nitroge-
nase. Despite decades of research, the mechanism of this enzyme remained in the
dark.

In this thesis I report on first-principles calculations that aim to unravel the
complete catalytic cycle of nitrogen fixation at the FeMo-cofactor of nitrogenase.
The calculations describe the electrons, responsible for chemical bonding, quan-
tum mechanically, on the basis of density functional theory and the projector
augmented wave method.

The active center of nitrogenase, the so-called FeMo-cofactor, exhibits a com-
plicated spin structure, which has hampered previous calculations. In this work
I employ a rather recent development for the description of the spin structure,
allowing for non-collinear alignment of the local spins.

By comparing my calculations with available experimental information, I identi-
fied the charge state of the cofactor core in its resting state as [MoFe7S9N]±0. My
calculations indicate that electrons and protons are transferred in an alternating
manner to the cofactor. An investigation of potential proton transport channels
through the protein confirmed the existence of a single well-defined proton path.

This work made an attempt of a comprehensive investigation of all possible
binding sites for dinitrogen at the cofactor. Binding at the Mo-site has been found
not to lead to a viable reaction pathway. Instead I found an axial and a bridged
binding mode of dinitrogen to Fe-sites to be relevant. One of the most surprising
results of this study was that the cage opens and one protonated sulfur bridge is
broken upon binding of dinitrogen. In the un-catalyzed gas phase reaction, the
first protonation is the critical time limiting step. In the enzyme, N2 is activated
by forming already two weak bonds to two Fe-sites. A common theme of the
reaction is that the Fe-sites maintain their tetrahedral environment. This is made
possible by the presence of a central nitrogen ligand, adds flexibility to the cluster
by providing a varying number of bonds to its iron neighbors. Another important
observation is that the opening of a sulfur bridge stabilizes the binding of N2 and
that its closing facilitates desorption of the product.

My findings are supported by my investigation of the reaction of acetylene with
the FeMo-cofactor, for which detailed experimental results are available. The
mechanism I propose for this reaction explains the experimentally observed stere-
oselectivity and the role of acetylene as inhibitor of nitrogen fixation. This work
lends additional credibility to my proposed reaction mechanism.
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1 Introduction

Science is like sex: sometimes something useful comes out,
but that is not the reason we are doing it.

Richard P. Feynman

While nitrogen is abundant in huge amounts in the atmo-
sphere, and is required by plants as fertilizer (nutrient), they
can not directly access it. Gaseous nitrogen, N2, is bound
by one of the strongest covalent bonds in nature. Industry
uses the Haber-Bosch process to break this bond and convert
dinitrogen to ammonia, requiring about 500� and 450 bar.
Around 80·109 kg of ammonia are manufactured annually in
that way. Nature, in contrast, converts dinitrogen to ammonia
at ambient conditions by employing the bacterial enzyme ni-
trogenase. Biological nitrogen fixation produces two or three times more ammonia
per year than the industrial process.

Despite half a century of research on nitrogenase, the mechanism of biological
nitrogen fixation on an atomic basis is still unknown. Leigh recalls [1]:

By about 1990, many people, myself included, felt that we only had to
know the structure of nitrogenase in order to explain how it actually
worked.

The structure became known in 1992. However, the mechanism is still elusive
today. Howard and Rees, who have unraveled the structure, stated in 1996 [2]:

A major challenge in the enzymology of nitrogenase is to establish a
detailed mechanism for reduction of dinitrogen and other substrates in
terms of the structures and properties of the nitrogenase proteins.

There are various reasons, why it took over 10 years with known structure, until
reliable models for the mechanism have been proposed. On the one hand, the en-
zyme is rather unstable and therefore experimentally difficult to access. Up to now
it was not possible to characterize intermediates of nitrogen conversion. Moreover,
a central ligand in the active site of the protein has only been discovered in 2002.

1



2 1 Introduction

On the other hand, the system is complex and large which makes it difficult to ac-
cess it from the theoretical point of view. The active site is a metal-sulfur cluster
with a complicated spin structure requiring an elaborate computational model.
Christiansen, Dean and Seefeldt summarized in 2001 [3]:

Although there is convincing evidence that substrate binding and re-
duction occurs at the FeMo-cofactor site of nitrogenase, exactly where
and how substrate becomes bound to the FeMo-cofactor and is subse-
quently reduced during catalysis remains among the most intriguing,
and as yet unanswered, questions in bioinorganic chemistry.

As to the complexity of the nitrogenase system, it requires experts from different
fields of natural sciences: plant physiology, molecular biology, genetics, biochem-
istry, inorganic chemistry as well as experimental and theoretical physics. Only
working together and gaining insight from each other will make it possible to
finally unravel the reaction mechanism.

In the present thesis I present an elaborate model for the nitrogen conversion
process on an atomistic level. The model explains most of the available experi-
ments, and does not contradict any relevant data.

The work consists of three parts:

1. An overview of the available experimental as well as theoretical results con-
cerning the enzyme. While I concentrate on the data relevant for the analysis
of my results I also briefly discuss mutation studies and substrates alterna-
tive to N2, which are not directly related to my investigations but useful to
get an overview of the system.

2. Part 2 provides an introduction to the applied theoretical approach. Start-
ing from density functional theory (DFT), I discuss the projector augmented
wave method defining the basis set in my calculations. I focus on the treat-
ment of the electron spin by means of non-collinear spin density as this is
a major improvement of my investigations compared with previous studies.
The DFT results can best be understood when related to the Heisenberg
model describing the interaction of discrete spins. In this chapter, some
previously unpublished results regarding an [Fe3S4]+ cluster are given. This
cluster exhibits a non-collinear spin arrangement.

3. The third part shows my main results. The structure of the nitrogenase
protein is discussed. No DFT calculations are required to investigate proton
paths from the surface of the protein to the active center. After a short
summary of the properties of isolated N2 and its reduction products, I discuss
the resting state of the enzyme. By comparing the calculated properties
with experiment, it was possible to determine the charge state of the resting
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state. This is a prerequisite for reliable studies of the conversion mechanism.
Protonations of the active site and the chemical potential of protons and
electrons are discussed. Finally, the binding of dinitrogen to the cofactor
and its reduction are described. An important feature is the opening of the
cluster upon binding of N2. Four possible branches of the conversion of N2

to NH3 are discussed. After the release of the second ammonia molecule,
the catalytic cycle is closed.

Finally, binding and reduction of acetylene at the cofactor of nitrogenase is
described. As in the N2 reduction mechanism, opening of the cluster is the
key to understand the reaction.

My first-principles calculations draw a radically different picture of the mechanism
of biological nitrogen fixation than previously envisaged. The findings may lend
guidance to the search for new biomimetic catalysts that may equal or even surpass
the efficiency of nitrogenase and inspire chemists to design new catalytic systems
based on clusters analogous to the FeMo-cofactor of nitrogenase.
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Part I

Nitrogenase – a review
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2 The protein – structure

It is wrong to think that the task of physics is to find out how Nature is.
Physics concerns what we can say about Nature.

Niels Bohr

While plants and higher animals are unable to directly use atmospheric nitrogen,
special bacteria employ the enzyme nitrogenase for this purpose in a process called
biological nitrogen fixation. The most common of these species live in symbiosis
with plants as peas, beans, pulses, or lupines of the family of Leguminosae.

The general reaction equation of biological nitrogen fixation is

N2 + 6H+ + 6e− → 2NH3 (2.1)

thus dinitrogen (N2) is reduced to ammonia (NH3). Various amounts of dihydro-
gen, not mentioned in the above equation, may be produced as side-products.

Excellent reviews on nitrogenase are available in a thematic volume of Chem.
Rev., e.g. [4, 2, 5, 6] as well as [7] and some more recent work in [8, 9, 3, 10].

2.1 Proteins of nitrogenase

Nitrogenase consists of two component proteins named the Fe-protein (or dini-
trogenase reductase) and the MoFe-protein (or dinitrogenase). They may occur
independently of each other in different concentrations within the cell. The Fe-
protein hydrolyzes MgATP1 and uses the required energy to provide electrons to
the MoFe-protein. The latter contains the active site of nitrogen fixation, the
FeMo-cofactor.

2.1.1 The Fe-protein

The Fe-protein is the smaller of the two nitrogenase proteins, a homo-dimer with a
molecular mass of approximately 60-64 kDa2 [5, 13] containing one [Fe4S4] cluster.
Its structure was determined in 1992 [12]. A ribbon representation can be seen

1Adenosine triphosphate, the most important energy transport system in biological matter.
2Dalton (Da) is frequently used as the mass unit in biochemistry, 1Da=m(12C)/12.

7



8 2 The protein – structure

Figure 2.1 Ribbon representations of the MoFe-protein (left) and the Fe-protein (right)
from [11, 12]. In the MoFe-protein, violet and yellow represent the α subunits of the
α2β2-tetramer, while green and orange represent its β subunits. In the Fe-protein,
the [Fe4S4] cluster as well as one ADP and two Mg2+ ions are visible. Image source:
http://metallo.scripps.edu/PROMISE/2MIN.html.

in Fig. 2.1. The functional role is the hydrolysis of two molecules of MgATP
per molecule Fe-protein and the subsequent transfer of one electron to the MoFe-
protein.

A high concentration of Fe-protein compared to MoFe-protein is called a “high-
flux” condition. In this case, electrons (and subsequently also protons) are trans-
ferred rather fast to the substrate conversion site.

2.1.2 The MoFe-protein

The MoFe protein is an α2β2-tetramer containing two α and two β subunits, with a
total mass of approximately 240-250 kDa [5, 13]. Two metal sulfur cluster, called
P-clusters, are located at the interface between the α and β subunits and two
FeMo cofactors (M-cluster, FeMoco) are contained within the α subunits. The
FeMo cofactors are assumed to be the location of substrate conversion. Fig. 2.1
shows a ribbon representation of the protein.

The structure was first unraveled in 1992. Since then, increasingly more refined
crystallographic structure determinations have been published as summarized in
table 2.1. The structure determinations have provided the only reliable informa-
tion about the stoichiometry of the cofactor. An additional central ligand, which
could either be C, N or O, was found in the FeMoco using a very accurate structure
determination [13] in 2002. Theoretical investigations [24, 25, 26, 27], including
my own, represented in section 9.2.4, ruled out oxygen and showed that the most
plausible species is nitrogen. Thus the composition of FeMoco is MoFe7S9N.

FeMoco, illustrated in Fig. 2.2, is linked to the protein via a sulfur atom from a
cysteine residue (Cysα275) and a nitrogen atom of the imidazole ring of a histidine
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species protein refinement Ref. PDB comment
Av MoFe 2.7 Å [14, 15]
Av Fe 2.9 Å [12] 1NIP
Av MoFe 2.2 Å [16]
Av MoFe 2.0 Å [11] 3MIN resting state
Av MoFe 2.0 Å [11] 2MIN oxidized state
Av Fe 2.2 Å [17] 2NIP
Av Fe 2.25 Å [18] 1G1M all-ferrous
Av MoFe 1.16 Å [19] 1M1N central ligand
Av complex 2.3 Å [20, 21] 1M34
Cp MoFe 3.0 Å [22] 1MIO
Cp Fe 1.93 Å [17] 1CP2
Kp MoFe 1.6 Å [23] 1QGU resting state
Kp MoFe 1.6 Å [23] 1QH1 oxidized

Table 2.1 Structures of nitrogenase proteins determined by crystallographic analysis.
Abbreviations: Av: Azotobacter vinelandii, Cp: Clostridium pasteurianum Kp: Klebsiella
pneumoniae. References to the respective Protein Data Bank (PDB) entries are given.

Figure 2.2 The FeMo-cofactor and its ligands (left) and the P-cluster with the sulfur
bonds of cysteine residues (right). Brown: Fe, Yellow: S, Gray: Mo, Black: C, Blue: N,
Red: O.
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(Hisα442). A bidentate homocitrate ligand is connected to the molybdenum atom
of the cofactor. All residues in the direct vicinity of the cofactor are conserved in
the different nitrogenase bacteria.

However, the sequential numbers of these residues may change due to variations
in the protein sequence. Throughout this thesis I will refer to the amino acid
sequence of Azotobacter vinelandii.

The P-cluster [Fe8S7], shown in Fig. 2.2, enables charge transfer from the Fe-
protein to the FeMoco. It has been shown, by crystallographic analysis [11], to
undergo structural changes during change of the redox state. The P-cluster is lo-
cated approximately 14 Å (edge-to-edge distance) from the FeMoco with the region
between the P-cluster and the FeMoco largely occupied by the homocitrate ligand
and a network of hydrogen-bonded water molecules as discussed in section 7.3 on
page 90.

2.1.3 Complex formation

MoFe-protein

Fe-protein

β subunit

α-subunit

FeMoco

P-cluster

[Fe4S4] cluster

MgATP

Figure 2.3 Complex between the MoFe-protein (left) and the Fe-protein (right). Only
the backbones of the protein chains are shown. The cofactors are only shown in one half
of the MoFe-protein. Structure from [21].



2.2 Cofactors: electronic properties 11

The electron transfer from the Fe-protein to the MoFe-protein occurs via for-
mation of a complex between them [5]. The two proteins are arranged such that
they minimize the distance between the [Fe4S4] cluster of the Fe-protein and the
P-cluster in the MoFe-protein. The distance is ≈15 Å. A short distance is required
to facilitate electron transport. The Fe-protein is only able to hydrolyze MgATP
when bound in this complex.

It has been possible to stabilize this complex, crystallize it, and determine its
structure [20, 21] by replacing MgATP by MgADP·AlF4 and thus suppress hy-
drolyzation. The complex is illustrated in Fig. 2.3 on the facing page.

2.2 Cofactors: electronic properties

2.2.1 FeMo-cofactor

The major physical property to experimentally identify FeMoco in its resting state
is a strong and specific S = 3/2 EPR signal [28]. This signal can be detected in liv-
ing cells as well as in MoFe-protein isolated from the cells in the dithionite-reduced
state, which shows that the charge state is the same in these two conditions.

It is even possible to extract FeMoco from the MoFe-protein while preserving
the S = 3/2 signal. The isolated cofactor can reactivate FeMoco-deficient MoFe-
protein. This also shows that its basic functions are preserved upon extraction.

The S = 3/2 signal from FeMoco vanishes upon exposure of the isolated cofac-
tor or the protein to molecular oxygen—it only exists under reducing conditions.
Structures of the cofactor have been determinated in the resting state as well as
in a more oxidized state [11]. They only show minor differences.

Three oxidation states of FeMoco are experimentally known and have been
characterized to some extent. While the resting state is an S = 3/2 system,
the singly oxidized state is diamagnetic, S = 0 [5, 29]. A state reduced by one
electron compared to the resting state has an integer spin S > 0 [30]. Even though
the relative oxidation states are known, it has not been possible to identify their
absolute charge states experimentally.

Mössbauer isomer shifts provide some hints about the oxidation state of the
cluster. However, they also depend on the structural environment of the inves-
tigated iron site. The mean Mössbauer isomer shifts of the MoFe-protein, with
FeMoco selectively enriched by 57Fe, are 0.41mm/s, 0.35mm/s, and 0.43mm/s for
the resting state, the oxidized and the reduced state, respectively [30]. Detailed
results of Mössbauer spectroscopy of the resting state are given in table 2.2.

The seven iron atoms of FeMoco are in their high-spin state and thus their
hyperfine parameters can be detected with ENDOR and Mössbauer spectroscopy.
While only five different iron sites A1, A2, A3, B1, B2 could be identified in the
ENDOR experiments [31], recent Mössbauer measurements [30] show that the
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site δ (mm/s) ∆EQ (mm/s) η Aiso (MHz)
A1 0.39 −0.69 1 −18.0
A2 0.48 −0.94 1 −17.1
A3 0.39 −0.56 1 −11.8
A4 0.41 0.68 1 −3.7
B1 0.33 −0.66 0.9 11.7
B2 0.50 −0.65 1 9.3

Table 2.2 Isomer shift (δ), Quadrupole splitting (∆EQ), asymmetry parameter (η), and
the isotropic hyperfine coupling parameter Aiso of the resting state of FeMoco determined
by Mössbauer spectroscopy [30].

B1 site is doubly degenerate and identify one additional site A4. The isotropic
hyperfine coupling constants Aiso, indicative of the spin density at the nuclear
sites, show that the spins are antiferromagnetically coupled with four negative
sites, A1 − A4, and three positive sites, 2 × B1, B2. The site A4 evaded the first
ENDOR studies because of a small hyperfine parameter, indicating that its local
spin may be nearly perpendicular to the total spin [30]3. Hyperfine parameters
and electric field gradients, including their directions, are now available for all
iron sites and are given in table 2.2. The hyperfine couplings at the molybdenum
atom have been obtained by ENDOR [32]. They are small, showing that the spin
density at the Mo site is small.

The structural data from X-ray diffraction are augmented by EXAFS4 data.
They provide information on the bond distances in the unperturbed protein [33,
34, 35, 36] or the isolated cofactor [37, 35]. However, EXAFS measurements in
the protein always result in a superposition of the bond length of FeMoco and of
the P-cluster. The isolated cofactor in the solution may be distorted compared to
the one in the protein. Nevertheless the results of EXAFS measurements are used
in section 9 to compare experimental and theoretical bond lengths.

2.2.2 P-cluster

The P-cluster is known to exhibit a number of charge states. In the dithionite-
reduced state P0, Mössbauer measurements show that all or nearly all iron sites
are in their ferrous (Fe2+) state [38, 39]. Thus the charge state of the cluster is
not known absolutely, but oxidation states relative to each other are known which
rationalize the usage of the nomenclature. The P0 state is diamagnetic with S = 0.
The various oxidation levels have multiple spin states with facile interconversions
[29] and closely spaced energy levels: the P1+ state is a mixture of S = 1/2 and

3My calculations do not confirm this finding. They show that the spin alignment of the resting
state is collinear, see section 9.2.1 on page 106.

4extended X-ray absorption fine structure
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S = 5/2 contributions [39], the P2+ state is most probably S = 3 or S = 4 [39].
There is also a state P3+ showing S = 1/2 and S = 7/2 as well as a super-oxidized
state with S > 2 imposing irreversible damage to the system [5]. It is not yet
clear which of these states participate in the catalytic cycle. The P-cluster may
play the role of a simple one-electron transfer center or may collect electrons and
deliver pairs of them to the FeMoco.

2.2.3 [Fe4S4] cluster of the Fe-protein

The redox levels which can be adopted by the [Fe4S4] cluster are well known.
Within the catalytic cycle the cluster changes between the [Fe4S4]+ and the
[Fe4S4]2+ level [5, 40]. The reduced state has S = 1/2. However, a low-lying
S = 3/2 state has also been observed [41]. There is one ferrous pair of iron atoms
and one mixed-valence pair. In the latter, the spins of two iron sites are parallel
and their spin-up shells are filled. Additionally, there is one spin-down electron
forming a weak metal-metal bond between them. Thus, both sites are in a formal
Fe2.5+ oxidation state.

The oxidized form [Fe4S4]2+ consists of two such mixed-valence pairs and is
diamagnetic, S = 0 [41].

There is also experimental evidence that the [Fe4S4] cluster can be reduced
under biologically accessible conditions to an all-ferrous state [Fe4S4]0 [42, 43]
with S = 4 [44]. The structure of such an Fe-protein has been determined [18].
This opens the possibility that under some conditions the Fe-protein may act as
a two-electron donor to the MoFe-protein. Implications of this possibility on the
reaction mechanism will be discussed in section 3.1. There is also experimental
indication that the [Fe4S4] cluster may split into two parts in the oxidized state
[45]. These structural changes are induced by MgATP hydrolysis.

2.3 Theoretical work concerning the resting state

2.3.1 Calculations considering the central ligand

Five independent DFT-studies [46, 24, 25, 26] including my own [27], discussed
in chapter 9, coincide in their result concerning the oxidation state of the resting
state of FeMoco: [MoFe7S9N]0.

Dance [24] assumed nitrogen to be the central ligand in a study using the BLYP
functional and the DMol-program package. He related the energy of the HOMO
to the experimentally measurable redox potential of the cofactor and thus found
the resting state to be represented by the redox level of [MoFe7N]+18 which, after
inclusion of the sulfur atoms, corresponds to a cluster core-charge of [MoFe7S9N]0.
He also describes a possible mechanism of nitrogen intercalation into the cluster
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as well as several N2 binding modes, although he does not give binding ener-
gies. None of his proposed binding modes is equivalent to my results presented in
section 11.1 on page 133.

Lovell and coworkers in the group of Noodleman [25] used structure, redox
potential and average Mössbauer isomer shifts as criteria for finding the resting
state. They use the PB86 [47] functional in the ADF package. C, N, and O are
compared as possible candidates for the central ligand. They do not optimize
their spin-ordering but use the one obtained from the cluster without the central
ligand. It differs from my optimized spin-ordering, discussed in section 9. They
conclude it has a resting state of [MoFe7S9N]0.

Hinnemann and Nørskov [46] also found nitrogen to be the central ligand al-
though they used a different charge state than the other groups (functional: RPBE
[48], program package: dacapo). Since they are only able to describe an overall
neutral system, they used [MoFe7S9NH3]3+ as resting state.

Vrajmasu et al. in the group of Münck [26] compare calculated mean Mössbauer
isomer shifts to experiment and rule out oxygen as the central ligand. Using
B3LYP [49] implemented in Gaussian98 with the 6-311G basis set, they simpli-
fied the cofactor in order to fit it into D3h-symmetry. They concluded it has
a [MoFe7S9N]0 resting state. In an attempt to explain the hyperfine parameters
they assumed a non-collinear spin distribution using intrinsic hyperfine parameters
from model complexes.

2.3.2 Calculations without considering the central ligand

Numerous theoretical studies had been published before the central ligand was
discovered [50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64, 65, 66, 67, 68,
69, 70, 71, 72, 73, 74, 75]. They are of limited value now, since the central ligand
has significant effects on the chemistry of the cluster. However, here I provide
a brief overview of them. All calculations reported up to now are restricted to
collinear spin arrangements.

The most detailed study of the resting state of the cofactor without central
ligand has been done by Lovell, Li, Case and Noodleman [72]. They used DFT with
BP86 [47] functional and uncontracted triple-ζ STOs as a basis set. In a model
with 72 atoms they included the cofactor, the whole homocitrate as well as some
H-bonding partners of the latter. Based on experimental ENDOR results [76],
they used a charge state with one ferric iron but also investigated the state with
three ferric iron sites. All 10 broken-symmetry states, representing an S = 3/2
state in 3-fold rotational symmetry with one ferric site, have been calculated. For
the state with the lowest energy, they removed the 3-fold symmetry. No clear
decision can be made as to which of the 3 resulting states represents the ground
state.
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They also investigated if the state with three ferric sites could represent the
resting state and performed 12 calculations to test all collinear spin arrangements
representing an S = 3/2 state. Geometries as well as the nature of the frontier
orbitals change little on the two electron oxidation. No spin is assigned to Mo in
either of the charge states, but one unpaired electron resides on the homocitrate
ligand.

Rod and Nørskov [62, 64] have used GGA-DFT with the pseudopotential method.
They used a model where the core of the cofactor is periodically repeated in one
direction, with the Mo replacing the tetrahedrally coordinated Fe-atom of the next
unit. Using two ferric iron sites, they obtain a spin S = 0. In [63] they also used
an isolated model with ligands truncated as SH, OH, and NH3. They obtained a
spin of S = 3/2 using an oxidation state with three ferric iron sites as the resting
state because they have to use charge-neutral cells.

Siegbahn et al. [61] did most of their calculations on smaller model systems
with the B3LYP hybrid-functional [49]. The largest system was the core of the
cofactor without any ligands, and the molybdenum replaced by iron. They used
ferromagnetic coupling. The Fe-Fe’ distance decreased significantly upon oxida-
tion.

Dance [52, 54] only investigated two oxidation states with an even electron
number, which cannot represent a half-integer spin state.

Stavrev and Zerner [57, 58] used intermediate neglect of differential overlap
(INDO) to calculate a model of the whole cofactor with truncated ligands. They
calculated models with 1-6 ferric iron sites and found an S = 3/2 ground state in
all even charge states, degenerate with the S = 1/2 state in the case of three ferric
sites. However, they used the crystal structure refined to 2.2 Å [16] for all charge
states and did not relax it. They found that all bond indices (“Bindungsordnung”
which is 3 for N2, 2 for O2) decrease upon reduction except the Fe-S3 bond which
increases.

The earliest electronic structure calculations [50], based on extended Hückel
theory, occurred shortly after publication of the crystal structure. The value of
this work is of limited value today because of the neglect of spin polarization.
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3 The mechanism

A common mistake people make when trying to design something completely
foolproof is to underestimate the ingenuity of complete fools.

Douglas Adams

The reaction mechanism of nitrogenase can be separated into two nested cycles:
(1) The whole cycle of N2 being reduced, which requires about eight electrons,
depending on the amount of H2 produced; (2) and the Fe-protein cycle which
provides these electrons one-by-one. I start with a discussion of the latter.

3.1 The Fe-protein cycle

The Fe-protein hydrolyzes MgATP and provides electrons to the MoFe-protein. I
describe this cycle starting from the oxidized from of the protein bound to two
molecules of MgADP1, denoted Feox(MgADP)2 + MoFe. In this stage the Fe-
protein is not bound the the MoFe-protein.

e−ATP ADP

Feox(ADP)2 + MoFe Fered(ATP)2 + MoFe

Fered(ATP)2MoFeFeox(ADP)2MoFered

Pi

e− to the substrate complex formationcomplex dissociation

Figure 3.1 The Fe-protein cycle

In vitro, the Fe-protein will be reduced by dithionite, the usual reducing agent
used in these experiments. In the cell, in vivo, the reduction will be done most
probably by electron carriers like for example NAD+, NADP+, or FAD2, obtaining

1adenosine diphosphate
2nicotinamide adenine dinucleotide, nicotinamide adenine dinucleotide phosphate, flavine-

adenine dinucleotide

17
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their electrons from the citric acid cycle or from glycolysis. This reduction is
accompanied by a replacement of the two MgADP molecules by new MgATP
molecules, leading to Fered(MgATP)2 + MoFe, see Fig. 3.1.

The next step is the complex formation between the proteins which requires
the Fe-protein to be in its reduced state and bound to MgATP. Contraction
of the proteins enables complex formation [5], which is reversible, leading to
Fered(MgATP)2MoFe.

MgATP + H2O → MgADP + Pi (3.1)

In this complex, MgATP is cleaved to MgADP and phosphate (Pi)3 as shown
above. One electron is transferred to the MoFe-protein. The order of these two
processes is uncertain. They may occur simultaneously [5]. One phosphate from
MgATP is released. It leads to Feox(MgADP)2MoFered.

Next, the complex dissociates, which is believed to be the rate-limiting step not
only for the Fe-protein cycle but for the whole substrate conversion. The rate of
complex dissociation is about 5 s−1 [77] under saturating conditions. It leads to
Feox(MgADP)2 + MoFered.

The electron at the MoFe-protein is used for substrate conversion and the Fe-
protein is now again in its starting configuration closing the Fe-protein cycle.

There is experimental evidence that the [Fe4S4] cluster exists at three different
oxidation states at biological accessible reduction potentials [42, 43]. There is,
however, no evidence that all three of them take part in the Fe-protein cycle.
Stopped flow measurements, described in the next section, show that the kinetics
of the reaction can be well described with the assumption that only one electron
is transferred in each Fe-protein cycle.

The rate of the Fe-protein cycle is thus limited by the complex dissociation,
which also limits the electron transport to the active site of nitrogenase.

3.2 The Thorneley-Lowe scheme for nitrogen fixation

In 1984 Thorneley and Lowe [78, 79, 80] presented a scheme based on kinetic
stopped-flow measurements describing the nitrogenase N2 turnover cycle. Its main
conclusions are that

� the cycle is controlled by the electron donation of the Fe-protein cycle,

� protons and electrons are added one-by-one to the MoFe-protein,

� N2 binds after the protein has been reduced by 3-4 electrons.

3Pi an abbreviation for phosphate in an equilibrium between HPO2−
4 and H2PO−4
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Figure 3.2 The kinetic reaction scheme proposed by Thorneley and Lowe. Source: [5]

Starting from the resting state E0, the MoFe-protein is reduced by one electron
and protonated once, leading to state E1H1 as depicted in Fig. 3.2. The notation
ExHy describes the protein with x electrons and y protons added to the resting
state.

After the next electron-proton transfer step, reaching E2H2, there is a certain
probability for H2 production which would lead back to the resting state. This
probability depends on the electron flux: under conditions of low flux, a low con-
centration of the Fe-protein compared to the MoFe-protein, the E1H1 accumulates
whereas the E2H2 is removed by evolving H2 [81].

E2H2 will again be reduced and protonated, leading to E3H3, which again can
produce H2. In this state dinitrogen can bind. This produces one H2 and leads to
E3HN2. In its turn, H2 can displace N2 and thus inhibit its reduction. N2 is the
only nitrogenase substrate whose reduction is inhibited by H2.

Alternatively, the state E3H3 may be further reduced to E4H4 which then can
bind N2 accompanied with H2 production. If no substrate is available at these
reduced states, H2 will be released leading back to more oxidized states. In the
following, N2 is protonated and reduced until NH3 is released.

It is known from kinetics that substrates bind only to, and products are only
released from, free MoFe protein not bound in the complex to the Fe-protein.
Additionally it is known that the site(s), at which the substrates enter and the
products leave the protein, are protected from access by solvent in the long living
complex [5]. Since the FeMo-protein undergoes its major changes at the binding
region of the Fe-protein during complex formation, it has been suggested that
the substrates enter and leave via the homocitrate – P-cluster pathway, which is
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described in [9].
It is known from EPR experiments that the S = 3/2 signal from FeMoco van-

ishes during turnover. However, some intermediates are also known to exhibit
an S = 3/2 signal [82]. EPR measurements during turnover show that only two
of the first three electrons initially transferred to the protein actually reach the
FeMo-cofactor [82]. Thus the reduction states of the Thorneley-Lowe scheme must
not be directly mapped onto reductions of FeMoco.

The Thorneley-Lowe scheme suggests a minimum amount of one mole of H2

produced per mole of converted N2. While, in general, the enzyme will work less
efficiently, producing more H2, there is also experimental evidence [83] that nitro-
genase may act more efficiently under optimal conditions. A complete suppression
of H2 production, however, can also be ruled out, even under high pressure of N2

[84].
The conversion of N2 to ammonia requires six electrons, thus consumes 12 units

of MgATP. Each sacrificially produced mole of hydrogen additionally consumes 4
moles of MgATP. Thus the general reaction equation of nitrogenase turnover may
be written as

N2 + 8H+ + 8e− + 16MgATP + 16H2O → 2NH3 + H2 + 16MgADP + 16Pi (3.2)

with MgATP being hydrolyzed to MgADP and phosphate (Pi). In pH-neutral
conditions most of the ammonia will be protonated to NH+

4 .
The total reaction rate depends on reaction conditions and on the species the

enzyme has been obtained from. Under optimal conditions it is around 1204 nmol
NH3 formed per minute per milligram protein of Azotobacter vinelandii [85], which
corresponds to about one N2 conversion per second per molecule of FeMoco.

3.2.1 Nitrogen and hydrogen

There are three types of interaction of nitrogenase with molecular hydrogen:

1. H2 is always produced during N2 turnover [86], but the ratio between N2

and H2 does not seem to be fixed in neither direction. This is called OHE
(ordinary hydrogen evolution). H2 is released when N2 binds to the cluster
[79] and can on the other hand displace bound N2. H2 is a competitive
inhibitor4 of N2 turnover, but of no other substrate [87].

2. H2 is produced by nitrogenase if no other substrate is available [88].

4Competitive inhibitors compete with normal substrate for the active site of an enzyme while
non-competitive inhibitors act on other parts of the enzyme or on the cofactor and decrease
the enzyme’s ability to combine with substrate.
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reaction ∆E◦′

N2 + 8H+ + 6e−  2 NH+
4 −0.28 V [10]

2H+ + 2e−  H2 −0.421 V [91]

Table 3.1 Standard reduction potentials at pH= 7.

3. HD formation [89]: in the presence of N2, and of no other substrate, D2

gas is converted to HD. No HD formation takes place at the limit of infinite
partial pressure of N2 [90].

It has been concluded from experiments on the reaction kinetics [5] that H2

inhibition of N2 turnover and HD formation may be manifestations of the same
underlying process. HD reduction (turnover) does not produce D2.

If T2 is offered, HT is produced, but no tritium in the form of T+ or HOT
can be found in the water surrounding the protein. Thus the atoms from molec-
ular hydrogen never dissociate from the cofactor except in the form of molecular
hydrogen.

This finding can be interpreted as dissociation of the H2 molecule at the cofactor,
with the products tightly bound to the cofactor in the form of, for example, H−.
These tightly bound atoms may react with protons from the solvent and leave the
complex as molecular hydrogen.

From the thermochemical point of view, it is preferable for any enzyme to
produce hydrogen instead of reducing nitrogen to ammonia. The free-enthalpy
difference is 11.6 kJ/mol per H2, which can be calculated from the redox potentials
given in table 3.1. Thus nitrogenase has to suppress H2 production kinetically. It
has been suggested that this is done by slow, controlled proton transport to the
cofactor. The channel responsible for this transport is discussed in section 7.1.3.

3.2.2 Other substrates and inhibitors

The most important natural substrates of nitrogenase are nitrogen and protons.
The latter are reduced to H2 if no other substrate is available.

Besides those there is a long list of known substrates, which vary in size from
the proton up to CH2=CHNC and 1-butyne. Known substrates are [5]: N2,
CH3NC, CN−, N≡CNH2, C2H2, C2H4, N2O, COS, CO2, CO, H2, H+, N2H2, N−3 ,
CH3C≡CH, C2H5C≡CH, H2C=C=CH2, CH2N=N, C2H5CN, C3H7CN, C2H5NC,
H2C=CHNC, cis- and trans-CH3-N=N-CH3. Some of them are reduced, some,
like for example CO, only bind to the cofactor, but are not reduced.
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residue replaced reduces ref. comment
by N2?

MoFe protein α-chain
Gly69 Ser + [92] no C2H2 reduction
Val70 Ala + [13, 93] reduces short chain alkynes
Arg96 Gln + [8, 94] binds C2H2 and CN− at the resting state
Arg96 Leu, Ala, His ? [94] binds C2H2 and CN− at the resting state
Arg96 Lys + [85]
Gln191 Lys −
Ser192 Asn, Thr, Gly,

Leu, Val
+ [95]

His195 Gln ± [95] Structure determinated [95].
His195 Asp − [5, 95]
His195 Tyr, Leu, Thr,

Gly
− [96, 97]

Arg277 Lys, Cys, Thr,
Phe, Leu

+ [98]

Arg277 His − [98, 8]
Arg359 Lys + [85]
Arg359 Gln − [8, 85] no S = 3/2 signal
Phe381 Leu,Ile + [85]
Phe381 Arg − [8]
His442 Asn, Cys − [85] no S = 3/2 signal
HCA citrate − [99, 100]

Table 3.2 Substitutions of amino acids in the MoFe-protein in the vicinity of the cofactor.
The ability of the respective protein to reduce N2 is given.
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Argα359

Hisα442

Argα96

Argα277

Valα70

Glyα69

Pheα381
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Argα359

Hisα442

Argα96

Argα277
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Figure 3.3 The residues around FeMoco of which mutation experiments have been
performed. Whenever the replacement of an individual residue still enables azeotropic
growth it is drawn in green, otherwise in red.
Top: stereo view from the front. Bottom: view from the top.
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3.3 Mutagenesis experiments

Mutagenesis, the replacement of certain amino acids by others, allows getting
insight into the significance of individual protein residues on substrate reduction.
It can be tested if mutated cells are still able to reduce N2 (azeotropic growth) or
any other substrate. Table 3.2 on page 22 summarizes these results. Those residues
near the cofactor, which have been investigated in mutagenesis experiments, are
shown5 in Fig. 3.3 on the page before. The effect of their replacement on azeotropic
growth is indicated.

Here, a more detailed discussion of single amino acid replacements is given:

� Gly69 replaced by serine still enables reduction of nitrogen, but suppresses
the usual ability of the enzyme to reduce C2H2 [92].

� Val70 replaced by alanine still enables azeotropic growth. Even more, it
also enables the enzyme to reduce short chain alkynes (like propyne, CH3-
C≡CH) and propargyl alcohol which are not effectively reduced by the wild
type enzyme. This shows that short chain alkynes can bind and be reduced
at a specific 4Fe-4S face of the cofactor [13].

� Arg96 replaced by glutamine slows down N2 reduction [8]. Replacement by
leucine, glutamine, alanine, or histidine makes it possible to bind C2H2 or
CN− to the cofactor in the resting state [94] as detected by the appearance
of a new EPR signal. However, this binding is reversible: if C2H2 or CN−

are removed from the solution, the new EPR signal vanishes. CO did not
prevent C2H2 from being bound to the cofactor. CO or N2 do not change
the cofactor EPR signal, i.e. are not bound at the resting state. A 13C
hyperfine signal is detected by ENDOR for CN− [94]. Arg96 may also be
replaced by lysine without suppressing azeotropic growth [85].

� Gln191 replaced by lysine prevents N2 reduction and affects acetylene re-
duction.

� Ser192 (not directly at the cofactor) may be replaced by asparagine, threo-
nine, glycine, leucine, and valine [95] without suppressing azeotropic growth.

� His195 may be replaced by glutamine, but not by asparagine without sup-
pressing azeotropic growth. When replaced by glutamine, nitrogenase can-
not reduce N2 very well (< 2% of the wild type) but it still induces HD-
formation. Therefore N2 must bind in the same way as in the wild-type

5In this figure, a stereo view is shown. All such stereo views throughout this thesis have to be
viewed as follows: looking at them from a distance of typically 30 cm, the left eye has to focus
on the right picture while the right eye has to focus on the left picture. If the pictures of both
eyes merge, the structure can be seen three-dimensional.
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enzyme. Bound N2 inhibits acetylene or proton reduction [97]. The struc-
ture of the His195Gln mutant has been refined to 2.5 Å by X-ray diffraction
in [95].

When His195 is replaced by asparagine, N2 is bound but not reduced. It
still inhibits the reduction of both protons and C2H2 but does not induce
HD formation [101]. Added H2 relieves N2 inhibition of substrate reduction.

His195 replaced by tyrosine, leucine, threonine, or glycine leads to proteins
unable to reduce N2 [96, 97, 102].

� Arg277 may not be replaced by histidine [98, 8] while it may be replaced
by lysine, cysteine, threonine, phenylalanine, or leucine without loss of N2

reduction ability, although these result in diminished reduction rates [98].

� Arg359 replaced by glutamine removes activity and even the S = 3/2 EPR
signal of the cofactor [8, 85]. However, replacement by lysine still enables
azeotropic growth [85].

� Phe381 replaced by arginine [8] results in loss of azeotropic growth, while
its replacement by the neutral residues leucine and isoleucine preserves the
ability to reduce N2 [85].

� His442 replaced by either asparagine or cysteine results in a protein showing
no S = 3/2 EPR signal of the cofactor and no catalytic activity [85]. This
shows the relevance of the histidine residue connected covalently to Mo.

� The NifV− mutant exhibits citrate instead of homocitrate. It is still able
to reduce protons but its ability to reduce N2 is only 7% of the wild type
enzyme. The corresponding X-ray structure has been reported in [100].

If C2H2 is reduced by the His195Gln mutant cofactor, at least 2 C2H2 adducts
are bound to one cofactor site [95].

Besides mutants there are also alternative nitrogenases in which Mo is substi-
tuted by V or Fe. Both are still able to reduce nitrogen, although their efficiency
is reduced. There is also a nitrogenase with Mo substituted by tungsten (W)
[103]. It does not reduce N2 and is only marginally active in acetylene reduction,
although it still produces H2 from protons.

3.4 Theoretical work concerning the mechanism

The main goal of theoretical investigations on nitrogenase is to unravel its catalytic
mechanism. Investigations of the resting state, discussed in section 2.3, provide
its charge state, a necessary ingredient for reliable analysis of the mechanism.
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3.4.1 Calculations considering the central ligand

Only two studies on the reaction mechanism which explicitly considered the cen-
tral ligand have appeared so far. Hinnemann and Nørksov [104] recalculated their
mechanism proposed from results of the vacant cofactor [64] and found it to be
plausible also with the central ligand. In their model, the cofactor stays rather
rigid during the whole cycle and none of its bonds is broken. N2 connects to
one of the prismatic irons sites and is reduced step-by-step there. Hydrazine,
bound to one Fe site, is an intermediate which explains the hydrazine production
of nitrogenase under acid or base quench. After addition of one proton to hy-
drazine, ammonia desorbs. The authors did not investigate any transition state
energies, except the barrier for nitrogen intercalation into the vacant center. For
this intercalation they found barriers too high to overcome.

A recent proposal [105], based on the BP86 [47] DFT functional and using the
turbomole program package, suggests an opening of a sulfur bridge upon coordi-
nation of water to an Fe-site. After a complete protonation of the central ligand,
it dissociates as ammonia, and dinitrogen binds in the meanwhile vacant central
cavity. Subsequently, one nitrogen atom is fully protonated and dissociated, which
closes the catalytic cycle. This intriguing proposal, however, seems to be in con-
flict with isotope exchange (ESEEM/ENDOR) experiments [106] that exclude an
exchange of a central nitrogen ligand.

Durrant [67, 68, 69, 70] performed DFT studies on small organometallic model
complexes with the molybdenum site and 0–1 iron sites. While these models may
represent the cofactor with or without central ligand, I feel that truncation errors
may affect the results. Durrant proposes that N2 binds to molybdenum. After one
protonation it changes into a bridging position between Mo and Fe. The further
reduction steps take place at the Mo site. The whole mechanism has been worked
out in [69]. N2 reduction is related to hydrogen evolution also taking place at the
Mo site, which is discussed in [70]. Durrant et al. [107] also use their small model
to investigate CN− binding to the cofactor.

A prerequisite for nitrogen adsorption at the Mo site is that homocitrate be-
comes monodentate, i.e. looses one bond to the Mo site and thus opens a coordina-
tion site [108]. Grönberg et al. [99] suggest that a hydrogen bond from the longer
arm of homocitrate to Nε of Hisα442 may stabilize a monodentate coordination
of homocitrate.

One interesting idea in [69] is that more N2 could be weakly bound to the
Fe atoms before the reaction starts at the Mo site, in order to increase the N2

concentration. The solubility of dinitrogen in water is only about 0.7 mmol/l.
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3.4.2 Calculations without consideration of the central ligand

Dance [52, 53, 54, 55] performed BLYP DFT calculations and investigated 9 bind-
ing modes. The most stable binding site is η1 binding to one of the six under-
coordinated Fe atoms, which draws the Fe atom out of the core. In a less stable
η2 structure, one nitrogen atom rests on top of the center of a square formed by
four under-coordinated iron atoms, while the other nitrogen atom tilts towards
its sides. Here the nitrogen bond is expanded from 1.1 Å to 1.29 Å, indicative of
a substantial weakening. The proximity of the bridging sulfur atoms (2.7-3 Å)
increases the proton affinity of nitrogen, which suggests a proton transfer to the
distal nitrogen atom. In the proposed mechanism the distal nitrogen is fully proto-
nated resulting in ammonia formation, leaving behind a nitrogen atom. However,
Dance has also investigated a mode with N2 partially in-plane of a face spanned
by four Fe sites [54].

Rod and Nørskov [62, 63, 64, 109] suggested a similar mechanism as Dance.
Their study is guided by the observation that, on catalyst surfaces such as Fe and
Ru, the bond breaking of N2 is not the rate limiting step. The rate is instead
determined by the strong bond between the metal and the nitrogen atoms [110,
111, 112]. They use spin-polarized gradient corrected DFT calculations and a
chain of connected and periodically repeated clusters MoFe6S9. The catalytic
process begins with η1 binding of N2 to one three-fold coordinated iron atom, as
identified by Dance [55] as the most stable site. The adsorption is followed by
alternate hydrogenation and reduction steps leading to N2H4. Hydrogen is added
alternating to one and the other nitrogen. Addition of a further hydrogen to N2H4

results in bond cleavage and production of ammonia. Finally, the NH2 is converted
to the second ammonia. Their conclusion is that the efficiency of nitrogenase is
due to the high chemical potentials of the proton and electron reservoirs.

CNDO calculations have been performed by Zhong and Liu [60]. These calcu-
lations indicate that, in the most likely binding mode, one nitrogen atom is fully
immerged into the center of the Fe cage.

N2 reduction at Mo, similar to the model of Durrant, has been investigated by
Grönberg et al. [99] and Szilagyi et al. [66]. The latter use B3LYP (Gaussian98)
calculations on smaller Mo-based models. They regard Mo as being in an S =
1 spin state (two unpaired electrons). A spontaneous bidentate—monodentate
transformation of homocitrate has not been found.

A DFT study has been performed by Lovell and coworkers [73] who investigated
addition modes of hydrogen to the cofactor with vacant center.
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4 Open questions

After giving an overview of the facts known about nitrogenase I, will now sum-
marize the questions still open, which can be addressed by DFT calculations and
which will be answered in this thesis.

Charge state of the resting state. One of the most significant measurable quan-
tities of the cofactor is its S = 3/2 spin signal. This shows that a well-defined,
odd number of electrons always resides on the cluster. This defines its charge
state.

The chemistry of the cofactor changes upon reduction and protonation.
Therefore reliable information about the charge state of the resting state
is essential for qualitatively correct simulations of the mechanism.

Atom type of the central ligand. Crystallographic analysis has restricted the
central ligand to be C, N, or O. While there are some indications that it
is nitrogen, its identity has not been clearly determined up to now. The
different sizes of these atom types change the reactivity of the central cage.

Binding modes of N2. At the heart of the open questions is that of the bind-
ing modes of dinitrogen to FeMoco. They are the starting points for the
reduction mechanism. The protonation states have to be investigated before
answering the question of N2 binding modes.

The catalytic mechanism. This is the main goal of this thesis. Unraveling the
catalytic mechanism of nitrogenase is the key to understand this enzyme. It
may help designing model complexes as well as novel multi-center catalysts,
able to break strong bonds.
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5 Electronic structure calculations

Es gibt nichts Praktischeres als eine gute Theorie.
Immanuel Kant

Accurate calculations of molecular and solid-state properties require detailed
description of the electrons because they are responsible for chemical bonds. In a
quantum mechanical description, both electronic and nuclear properties are con-
tained in one many-particle wave function. The so-called Born-Oppenheimer ap-
proximation allows to separate the electronic and the nuclear wavefunctions. The
nuclei can be treated classically as their mass is at least three orders of magnitude
larger than the electronic mass. This mass difference causes a difference in the
equilibrium velocity of the particles: electrons move considerably faster than nu-
clei and can thus be considered as reacting instantaneous on changes of the atomic
positions. Thus the electrons are considered to be in their ground state in each
atomic configuration. In the following, I only consider the energy of the electronic
system at a given atomic geometry.

The properties of such a quantum many-electron system are described by the
many-particle Schrödinger equation:

HΨ = EΨ (5.1)

with the Hamiltonian

H =
N∑

i=1

− ~2
2me

∇2
i +

N∑

i=1

vext(~ri) + e2

4πε0

N∑

i<j

1
rij

(5.2)

where Ψ is the many-electron wave function, E is the total energy, ∇2
i is the Lapla-

cian with respect to the coordinates of electron i, vext is the external (Coulomb)
potential of the nuclei and rij is the distance between the electrons i and j. The en-
ergy of the system is given by the variational principle, minimizing the functional

E[Ψ] =
〈Ψ|H|Ψ〉
〈Ψ|Ψ〉 . (5.3)

While Schrödinger’s equation for the hydrogen atom and some other simple one-
particle problems can be solved analytically, no such solution exists for complicated
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many-body systems. However, in principle it is possible to solve these problems
numerically using multi-reference configuration interaction or quantum Monte-
Carlo methods. These methods are computationally very demanding and thus
only allow to treat small systems.

5.1 Density functional theory

There is a possibility for mapping the interacting many-particle system onto many
non-interacting effective one-particle systems: density functional theory.

5.1.1 Hohenberg-Kohn theorems

The Hohenberg-Kohn theorems allow to completely characterize the Hamiltonian
of a system from its electron density. Additionally, an energy variational principle
for the density is provided.

For any electronic system described by the Hamiltonian (5.2) both the ground
state energy and the ground state wave function are determined by the minimiza-
tion of the energy functional E[Ψ] of equation (5.3). The external potential vext(~r)
and the number of electrons N completely determine the Hamiltonian and thus
all electronic properties of the system.

In place of N and vext(~r), the first Hohenberg-Kohn theorem [113] allows the
use of the electron density1 n(~r) as basic variable:

The external potential vext(~r) is determined, within a trivial additive
constant, by the electron density n(~r). [113]

For a proof using only the minimum-energy principle, see the book by Parr and
Yang [114]. Thus, the electron density determines both vext(~r) and N . Therefore
n(~r) is sufficient to determine the Hamiltonian, the many-particle ground state
wave function Ψ, and thus all other electronic properties.

The kinetic energy T (n), the potential energy V (n) with the part of nuclei-
electron interaction Vne and the part of electron-electron interaction Vee, as well
as the total energy E(n) may be expressed as functionals of n:

E[n] = T [n] + Vne[n] + Vee[n] (5.4)

=
∫
n(~r)vext(~r) d3r + F [n] (5.5)

Where F [n] = T [n] + Vee[n] is a universal functional, independent of vext(~r) and
thus valid for all systems. Unfortunately, the exact form of this functional is
unknown. Approximations will be discussed in sections 5.1.3 and 5.1.4.

1The charge density ρ can be obtained from the electron density n as ρ = −e n.
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The second Hohenberg-Kohn theorem provides an energy variational principle
for the density analogous to the one for the wave functions (5.3):

For a trial density n′(~r), such that n′(~r) ≥ 0 and
∫
n′(~r) d3r = N ,

E0 ≤ E[n′] where E[n′] is the energy functional of equation (5.5) with
the external potential vext(~r) of the system. [113]

5.1.2 Kohn-Sham method

The Hohenberg-Kohn theorems provide an exact method of calculating all elec-
tronic properties of a system out of the electron density n, a quantity depending
on the three spatial coordinates. This is an enormous simplification compared to
the many-particle wavefunction Ψ depending on 3N coordinates2. However, both
parts T [n] and Vee[n] of the density functional F [n] are unknown. Only crude
approximations, like the Thomas-Fermi method and related models, described in
[114], are available for these functionals.

Kohn and Sham [115] addressed this problem by invoking a non-interacting
reference system to the true many-particle system with the total density

n(~r) =
N∑

i

∑
s

|ψi(~r, s)|2. (5.6)

Any non-negative, continuous, and normalized density n can be decomposed into
one-particle wave functions ψi according to equation (5.6)3. To find a unique set
of ψi they are constructed to represent a reference system with the same ground
state density as the true system. As the reference particles do not interact, the
wave function is of one-determinant manner:

Ψs =
1√
N !

det[ψ1ψ2 · · ·ψN ] (5.7)

The kinetic energy Ts[n] of this non-interacting system can thus be calculated
exactly and is expected to be close to the real kinetic energy T [n].

Ts[n] = 〈Ψs|
N∑

i

− ~2
2me

∇2
i |Ψs〉 =

N∑

i

〈ψi| − ~2
2me

∇2|ψi〉. (5.8)

This results in an exact theory which is of one-particle form. To separate Ts[n] as
the kinetic energy component, F [n] of equation (5.5) is rewritten to

F [n] = Ts[n] + J [n] + Exc[n] (5.9)
2Differences between the spin orbitals (s in ψi(~r, s)) are omitted here, their effect will be dis-

cussed in section 5.5.3
3This is called N -representability.
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with

J [n] = 1
8πε0

∫∫
n(~r)n(~r′)
|~r − ~r′| d3r d3r′ (5.10)

being the classical part of the interaction between the electrons4. All unknown
parts are collected in

Exc[n] = T [n]− Ts[n] + Vee − J [n]. (5.11)

Exc[n] is called the exchange-correlation energy. It contains the difference between
T and Ts, and the non-classical part of the electron-electron interaction Vee. This
non-classical part of Vee results in a so-called exchange-correlation hole caused by
the Pauli-repulsion of the electrons. The one-particle states of the non-interacting
reference system solve N equations

(− ~2
2me

∇2 + veff (~r)
)
ψi = εiψi (5.12)

with

n(~r) =
N∑

i

∑
s

|ψi(~r, s)|2 (5.13)

and the Kohn-Sham effective potential

veff (~r) = vext(~r) +
δJ [n]
δn(~r)

+
δExc[n]
δn(~r)

= vext(~r) + 1
4πε0

∫
n(~r′)
|~r − ~r′| d

3r′ + vxc(~r) (5.14)

with the exchange-correlation potential

vxc(~r) =
δExc[n]
δn(~r)

. (5.15)

These equations (5.12)–(5.15) are the so-called Kohn-Sham equations. They have
to be solved by iterating until self-consistency is reached. Orthogonality between
the ψi has to be ensured to keep equation (5.8) valid. The total energy functional
is

E[n] = Ts[n] + J [n] +
∫
vext(~r)n(~r) d3r + Exc[n]. (5.16)

All terms of this equation but Exc[n], the exchange and correlation energy, can be
calculated exactly. The Kohn-Sham Hamiltonian is the sum of the one-particle
Hamiltonians in equation (5.12) and acting on the Kohn-Sham wave function

4Hartree term



5.1 Density functional theory 37

(5.7). The total energy is the sum of the one-particle energies of the occupied
states. Detailed derivation and discussion of the Kohn-Sham equations can be
found elsewhere [114, 116].

Given the auxiliary nature of the one-particle Kohn-Sham orbitals—just N or-
bitals the sum of squares of which add up to the true total electron density—there
is no simple physical meaning for them and the one-particle energies.

5.1.3 Local density approximation (LDA)

While density functional theory in the Kohn-Sham formulation is able to provide
the major part of the total energy exactly, an explicit approximation for Exc is
required for equation 5.16. The search more accurate functionals is a subject of
ongoing research.

The functional for exchange and correlation energy is replaced by a local func-
tion. The simplest approximation for this function is to use the exchange and
correlation energy of a uniform electron gas with the same density as the real
system at that point. This is called the local density approximation (LDA):

ELDA
xc [n] =

∫
n(~r)εxc(n) d3r (5.17)

where εxc(n) is the exchange and correlation energy per particle of a uniform
electron gas of density n. It can be divided into exchange and correlation contri-
butions:

εxc(n) = εx(n) + εc(n). (5.18)

The exchange part is, by definition, the part treated correctly in the Hartree-Fock
method5 representing the Pauli-repulsion of the electrons. For a uniform electron
gas it can be calculated exactly from the Dirac exchange-energy functional:

εLDA
x (n) = − e2

4πε0
3
4

(
3
π

) 1
3 n(~r)

1
3 . (5.19)

The correlation part εc(n) cannot be calculated analytically even though its high-
density limit and its low-density limit are known. These and other boundary
conditions as well as the results of quantum Monte Carlo calculations have been
used to parameterize εc. Its effect on the total result is less pronounced because
correlation energies are an order of magnitude smaller than exchange energies
[114]. Throughout the simulations in this work, the parameterization of Perdew
and Wang [117] will be used for the local correlation energy.

Even though the generalization from a uniform electron gas to the strongly vary-
ing density in atoms and molecules seems to be crude, LDA enables astonishingly

5for the free electron gas
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accurate calculations and increased the acceptance of DFT in its first years. How-
ever, it has some shortcomings, for example it is known to overestimate binding
energies [118, 119, 120].

5.1.4 PBE gradient approximation

An improvement of the exchange-correlation functional LDA is to not only include
the local density into the functional, but also its gradient:

EGGA
xc [n] =

∫
n(~r)εGGA

xc (n, |∇n|) d3r. (5.20)

This method is called generalized gradient approximation (GGA). It employs non-
local functionals. Most of these functionals are based on LDA and add gradient
corrections.

While some of the avaliable parameterizations of GGA are fitted to experimen-
tal values, there are also a number of physical boundary conditions [114, 116]
available for finding a good functional. In 1996 Perdew Burke and Ernzerhof [121]
presented a parameter-free GGA form (PBE) which fulfills some of these boundary
conditions. The PBE correlation and exchange energies are6:

εPBE
c = εLDA

c − γφ3 ln
[
1 +

1
χs2/φ2 + (χs2/φ2)2

]
(5.21)

γ = 1−ln 2
π2 ≈ 0.031091,

φ(ζ) = 1
2

[
(1 + ζ)2/3 + (1− ζ)2/3

]
, ζ =

n↑ − n↓
n

χ ≈ 0.72161, s =
|∇n|

2n(3π2n)
1
3

εPBE
x = εLDA

x · Fx(s) (5.22)

Fx(s) = 1 + κ− κ

1− µs2/κ
(5.23)

κ = 0.804, µ ≈ 0.21951

As this functional is not fitted to experimental data it can be expected to be
valid for a wide range of systems. Experimental data are reproduced significantly
better by PBE than by LDA [121].

While the most accurate functionals are constructed so that they match a num-
ber of physical boundary conditions, some arbitrariness remains in them. There-
fore the accuracy of a functional depends on the system it is applied on. However,
optimizing a functional for the system of interest may cause problems, as there is

6In SI units, γ should be multiplied with ~2
mea2

B
= (m3

e(4πε0)
2~2e4)−1
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no guarantee that this optimized version performs well for a different, even similar
system. I used PBE gradient correction for all calculations in this work, except
expecially noted, as I wanted to choose a functional of general applicability that
is widely distributed an known to give very accurate results for a wide range of
systems.
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5.2 The projector augmented wave method

One of the topics I was asked repeatedly during discussions with students and
fellow scientists, was the electronic structure method and the basis set which I
used: the Projector Augmented Wave (PAW) method. Therefore, Peter E. Blöchl,
Clemens J. Först and myself wrote a paper [122] and later on a chapter in a book
[123] explaining it. I also decided to include a section about PAW into this thesis.

I will separate this section into two parts, the first one giving a general overview
understandable to the non-expert, and the second one providing more detailed and
mathematical insight. The second part is mostly taken from the paper mentioned
above [122].

5.2.1 PAW – The overview

Every basis set used for electronic structure calculations has to deal with two
major numerical problems: (1) In the atomic region near the nucleus, the kinetic
energy of the electrons is large, resulting in rapid oscillations of the wave function,
which require fine grids for an accurate numerical representation. On the other
hand, the large kinetic energy makes the wave function stiff, so that its shape
is hardly influenced by changes in the chemical environment. Therefore, a small
basis set sufficiently represents the wave function in the atomic region. (2) In the
interstitial region between the atoms the situation is opposite. The kinetic energy
is small, therefore the wave function is smooth. However, the wave function is
flexible and responds strongly to the environment as this is the region of chemical
bonds. This requires large and nearly complete basis sets.

The interstitial region is best described with plane waves able to describe any
smooth wavefunction and effectively treatable on computers. The atomic region
requires some augmentation of the plane waves, describing the spikes and nodes.

Fig. 5.1a on the facing page shows the real, physical wave function |Ψ〉 of a
σ-bonding orbital of a chlorine dimer. It also shows a smooth dotted line for the
auxiliary wave function |Ψ̃〉 used in the PAW method. |Ψ̃〉 exactly matches the
real wavefunction in the interstitial region but smoothes it within the atoms. A
tilde (∼) denotes auxiliary functions, indicating their smooth behavior7.

To correct the error of the auxiliary wave function within the atomic region
its one-center expansion |Ψ̃1〉 within each atom is calculated. This is illustrated
in Fig. 5.1b. A mathematical algorithm, the heart of the PAW method, allows
to obtain the one-center expansion of the real wave function |Ψ1〉 from |Ψ̃1〉 as
depicted in Fig. 5.1c.

7The literature [124, 125, 122] sometimes refers to the axillary wave function as pseudo wave
function while referring to the real wave function as all-electron wave function.
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a) b)

c) d)

|Ψ〉

|Ψ̃〉

|Ψ̃〉

|Ψ̃1〉

|Ψ1〉

|Ψ̃1〉

|Ψ〉

Figure 5.1 The PAW wave functions: a) The real and auxiliary wave function. b) The
auxiliary wave function and its one-center expansion. c) The two one-center expansions
and d) the real wave function.

Adding the difference of these one-center expansions to the auxiliary wave func-
tion leads to the real wave function, shown in Fig. 5.1d. All physical properties
are calculated from this real wave function.

|Ψ〉 = |Ψ̃〉+ (|Ψ1〉 − |Ψ̃1〉) (5.24)

This formalism is separately applied to each atom in each one-particle state8

(each orbital) and to the electron density. The density of the core electrons is
added to the valence density.

The PAW method has some similarities to the pseudopotential method, as the
variational parameters are plane wave coefficients. However, it reconstructs the
real wave function and calculates all physical properties out of that. It can be
viewed as a pseudopotential method with pseudopotentials instantaneously adopt-
ing to the chemical environment of the atom.

5.2.2 PAW – The mathematical basis

Transformation theory

The root of the PAW method is a transformation, that maps the true wave func-
tions with their complete nodal structure onto auxiliary wave functions, that are

8Also to each spin direction or component and each k-point.
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numerically convenient. We aim for smooth auxiliary wave functions, which have
a rapidly convergent plane wave expansion. With such a transformation I can
expand the auxiliary wave functions into a convenient basis set, and evaluate all
physical properties after reconstructing the related physical (true) wave functions.

Let us denote the physical one-particle wave function as |Ψ〉 and the auxiliary
wave function as |Ψ̃〉. Note that the tilde refers to the representation of smooth
auxiliary wave functions. These wave functions have to be constructed separately
for each one-particle state, k-point and spin direction or component. The trans-
formation from the auxiliary to the physical wave functions is T .

|Ψ〉 = T |Ψ̃〉 (5.25)

Thus the Kohn-Sham equation

H|Ψ〉 = |Ψ〉ε (5.26)

takes the form

T †HT |Ψ̃〉 = T †T |Ψ̃〉ε. (5.27)

Again we obtain a Schrödinger-like equation, but now the Hamilton operator has
a different form, T †HT , an overlap operator T †T occurs. The resulting auxiliary
wave functions are smooth.

When we evaluate physical quantities we need to evaluate expectation values of
an operator A, which can be expressed in terms of either the true or the auxiliary
wave functions.

〈A〉 =
∑
n

fn〈Ψn|A|Ψn〉 =
∑
n

fn〈Ψ̃n|T †AT |Ψ̃n〉 (5.28)

Here, n numbers the band, k-point and spin. In the representation of auxiliary
wave functions we need to use transformed operators Ã = T †AT . As it is, this
equation only holds for the valence electrons. The core electrons are treated
differently as will be shown below.

The transformation takes us conceptionally from the world of pseudopotentials
to that of augmented wave methods, which deal with the full wave functions. We
will see that our auxiliary wave functions, which are simply the plane wave parts
of the full wave functions, translate into the wave functions of the pseudopotential
approach. In the PAW method the auxiliary wave functions are used to construct
the true wave functions and the total energy functional is evaluated from the
latter. Thus it provides the missing link between augmented wave methods and
the pseudopotential method, which can be derived as a well-defined approximation
of the PAW method.
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In the original paper [124], the auxiliary wave functions have been termed pseudo
wave functions and the true wave functions have been termed all-electron wave
functions, in order to make the connection more evident. I avoid this notation
here, because it resulted in confusion in cases, where the correspondence is not
clear cut.

Transformation operator

Sofar, I have described how to determine the auxiliary wave functions of the ground
state and how to obtain physical information from them. What is missing, is a
definition of the transformation operator T .

The operator T has to modify the smooth auxiliary wave function in each atomic
region, so that the resulting wave function has the correct nodal structure. There-
fore, it makes sense to write the transformation as identity plus a sum of atomic
contributions SR

T = 1 +
∑

R

SR. (5.29)

The index R is a label for an atomic site. For every atom, SR adds the difference
between the true and the auxiliary wave function.

The local terms SR are defined in terms of solutions |φi〉 of the Schrödinger
equation for the isolated atoms. This set of partial waves |φi〉 will serve as a basis
set so that, near the nucleus, all relevant valence wave functions can be expressed
as superposition of the partial waves with yet unknown coefficients.

Ψ(~r) =
∑

i∈R

φi(~r)ci for |~r − ~RR| < rc,R (5.30)

The index i refers to a site index R, the angular momentum indices (`,m) and an
additional index that differentiates partial waves with same angular momentum
quantum numbers on the same site. The partial waves that belonging to site R
are indicated by i ∈ R. ~RR is the position of the nucleus of site R.

Note that the partial waves are not necessarily bound states and are therefore
not normalizable, unless we truncate them beyond a certain radius rc,R. The PAW
method is formulated such that the final results do not depend on the location
where the partial waves are truncated, as long as this is not done too close to the
nucleus.

Since the core wave functions do not spread out into the neighboring atoms,
I will treat them differently. Currently I use the frozen-core approximation so
that density and energy of the core electrons are identical to those of the corre-
sponding isolated atoms. The transformation T shall produce only wave functions
orthogonal to the core electrons, while the core electrons are treated separately.
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Therefore, the set of atomic partial waves |φi〉 includes only valence states that
are orthogonal to the core wave functions of the atom.

For each of the partial waves we choose an auxiliary partial wave |φ̃i〉. The
identity

|φi〉 = (1 + SR)|φ̃i〉 for i ∈ R
SR|φ̃i〉 = |φi〉 − |φ̃i〉 (5.31)

defines the local contribution SR to the transformation operator. Since 1 + SR

shall change the wave function only locally, we require that the partial waves |φi〉
and their auxiliary counter parts |φ̃i〉 are pairwise identical beyond a certain radius
rc.

φi(~r) = φ̃i(~r) for i ∈ R and |~r − ~RR| > rc,R (5.32)

In order to be able to apply the transformation operator to an arbitrary auxiliary
wave function, we need to be able to expand the auxiliary wave function locally
into the auxiliary partial waves.

Ψ̃(~r) =
∑

i∈R

φ̃i(~r)〈p̃i|Ψ̃〉 for |~r − ~RR| < rc,R (5.33)

which defines the projector functions |p̃i〉. The projector functions probe the
local character of the auxiliary wave function in the atomic region. Examples of
projector functions are shown in Fig. 5.2 on the next page. From equation (5.33)
we can derive

∑
i |φ̃i〉〈p̃i| = 1, which is valid within rc. It can be shown by

insertion, that the identity equation (5.33) holds for any auxiliary wave function
|Ψ̃〉 that can be expanded locally into auxiliary partial waves |φ̃i〉, if

〈p̃i|φ̃j〉 = δi,j for i, j ∈ R (5.34)

Note that neither the projector functions nor the partial waves need to be orthog-
onal among themselves.

By combining the equations (5.31) and (5.33), we can apply SR to any auxiliary
wave function.

SR|Ψ̃〉 =
∑

i∈R

SR|φ̃i〉〈p̃i|Ψ̃〉 =
∑

i∈R

(
|φi〉 − |φ̃i〉

)
〈p̃i|Ψ̃〉 (5.35)

Hence the transformation operator is

T = 1 +
∑

i

(|φi〉 − |φ̃i〉
)〈p̃i| (5.36)
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Figure 5.2 Top: projector functions of the chlorine atom for two s-type partial waves,
middle: p-type, bottom: d-type.

where the sum runs over all partial waves of all atoms. The true wave function
can be expressed as

|Ψ〉 = |Ψ̃〉+
∑

i

(|φi〉 − |φ̃i〉
)〈p̃i|Ψ̃〉 = |Ψ̃〉+

∑

R

(|Ψ1
R〉 − |Ψ̃1

R〉
)

(5.37)

with

|Ψ1
R〉 =

∑

i∈R

|φi〉〈p̃i|Ψ̃〉 (5.38)

|Ψ̃1
R〉 =

∑

i∈R

|φ̃i〉〈p̃i|Ψ̃〉 (5.39)

In Fig. 5.3 on the following page the decomposition of equation (5.37) is shown
for the example of the bonding p-σ state of a chlorine molecule.

To understand the expression for the true wave function (5.37) let us concentrate
on different regions in space. (1) Far from the atoms, the partial waves are,
according to equation (5.32), pairwise identical so that the auxiliary wave function
is identical to the true wave function Ψ(~r) = Ψ̃(~r). (2) Close to an atom, however,
the true wave function Ψ(~r) = Ψ1

R(~r) is built up from partial waves that contain
the proper nodal structure, because the auxiliary wave function and its partial
wave expansion are equal, according to equation (5.33).

In practice the partial wave expansions are truncated. Therefore, the identity of
equation (5.33) does not hold strictly. As a result the plane waves also contribute
to the true wave function inside the atomic region. This has the advantage that the
missing terms in a truncated partial wave expansion are partly accounted for by
plane waves, which explains the rapid convergence of the partial wave expansions.

Frequently, the question comes up, whether the transformation equation (5.36)
of the auxiliary wave functions indeed provides the true wave function. The trans-
formation should be considered merely as a change of representation analogous to
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Figure 5.3 Bonding p-σ orbital of the Cl2 molecule and its decomposition of the wave
function into auxiliary wave function and the two one-center expansions. Top-left: true
and auxiliary wave function; top-right: auxiliary wave function and its partial wave ex-
pansion; bottom-left: the two partial wave expansions; bottom-right: true wave function
and its partial wave expansion.

a coordinate transform. If the total energy functional is transformed consistently,
its minimum will yield an auxiliary wave function that produces a correct wave
function |Ψ〉.

Expectation values

Expectation values can be obtained either from the reconstructed true wave func-
tions or directly from the auxiliary wave functions

〈A〉 =
∑

n

fn〈Ψn|A|Ψn〉+
Nc∑

n=1

〈φc
n|A|φc

n〉

=
∑

n

fn〈Ψ̃n|T †AT |Ψ̃n〉+
Nc∑

n=1

〈φc
n|A|φc

n〉 (5.40)

where fn are the occupations of the valence states and Nc is the number of core
states. The first sum runs over the valence states, and second over the core states
|φc

n〉.
Now we can decompose the matrix elements into their individual contributions
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according to (5.37).

〈Ψ|A|Ψ〉 =
〈
Ψ̃ +

∑

R

(Ψ1
R − Ψ̃1

R)
∣∣∣A

∣∣∣Ψ̃ +
∑

R′
(Ψ1

R′ − Ψ̃1
R′)

〉

= 〈Ψ̃|A|Ψ̃〉+
∑

R

(
〈Ψ1

R|A|Ψ1
R〉 − 〈Ψ̃1

R|A|Ψ̃1
R〉

)

︸ ︷︷ ︸
part 1

+
∑

R

(
〈Ψ1

R − Ψ̃1
R|A|Ψ̃− Ψ̃1

R〉+ 〈Ψ̃− Ψ̃1
R|A|Ψ1

R − Ψ̃1
R〉

)

︸ ︷︷ ︸
part 2

+
∑

R 6=R′
〈Ψ1

R − Ψ̃1
R|A|Ψ1

R′ − Ψ̃1
R′〉

︸ ︷︷ ︸
part 3

(5.41)

Only the first part of equation (5.41), is evaluated explicitly, while the second and
third parts of equation (5.41) are neglected, because they vanish for sufficiently
local operators as long as the partial wave expansion is converged: the function
Ψ1

R − Ψ̃1
R vanishes per construction beyond some augmentation region, because

the partial waves are pairwise identical beyond that region. The function Ψ̃− Ψ̃1
R

vanishes inside the augmentation region, if the partial wave expansion is suffi-
ciently converged. In no region of space both functions Ψ1

R − Ψ̃1
R and Ψ̃− Ψ̃1

R are
simultaneously non-zero. Similarly the functions Ψ1

R− Ψ̃1
R from different sites are

never non-zero in the same region in space. Hence, the second and third parts of
equation (5.41) vanish for operators such as the kinetic energy −~2

2me
∇2 and the real

space projection operator |r〉〈r|, which produces the electron density. For truly
non-local operators the second and third parts of equation (5.41) would have to
be considered explicitly.

The expression (5.41) for the expectation value can therefore be written as

〈A〉 =
∑

n

fn

(
〈Ψ̃n|A|Ψ̃n〉+ 〈Ψ1

n|A|Ψ1
n〉 − 〈Ψ̃1

n|A|Ψ̃1
n〉

)
+

Nc∑

n=1

〈φc
n|A|φc

n〉

=
∑

n

fn〈Ψ̃n|A|Ψ̃n〉+
Nc∑

n=1

〈φ̃c
n|A|φ̃c

n〉

+
∑

R

( ∑

i,j∈R

Di,j〈φj |A|φi〉+
Nc,R∑

n∈R

〈φc
n|A|φc

n〉
)

−
∑

R

( ∑

i,j∈R

Di,j〈φ̃j |A|φ̃i〉+
Nc,R∑

n∈R

〈φ̃c
n|A|φ̃c

n〉
)

(5.42)
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where Di,j is the one-center density matrix defined as

Di,j =
∑

n

fn〈Ψ̃n|p̃j〉〈p̃i|Ψ̃n〉 =
∑

n

〈p̃i|Ψ̃n〉fn〈Ψ̃n|p̃j〉 (5.43)

The auxiliary core states, |φ̃c
n〉 allow to incorporate the tails of the core wave

function into the plane wave part, and therefore assure, that the integrations of
partial wave contributions cancel strictly beyond rc. They are identical to the true
core states in the tails, but are a smooth continuation inside the atomic sphere.
It is not required that the auxiliary wave functions are normalized.

For example, the electron density is given by

n(~r) = ñ(~r) +
∑

R

(
n1

R(~r)− ñ1
R(~r)

)
(5.44)

ñ(~r) =
∑

n

fnΨ̃∗
n(~r)Ψ̃n(~r) + ñc

n1
R(~r) =

∑

i,j∈R

Di,jφ
∗
j (~r)φi(~r) + nc,R

ñ1
R(~r) =

∑

i,j∈R

Di,jφ̃
∗
j (~r)φ̃i(~r) + ñc,R (5.45)

where nc,R is the core density of the corresponding atom and ñc,R is the auxiliary
core density that is identical to nc,R outside the atomic region and a smooth
continuation inside.

Before I continue, let us discuss a special point: the matrix element of a general
operator with the auxiliary wave functions may be slowly converging with the
plane wave expansion, because the operator A may not be well behaved. An
example for such an operator is the singular electrostatic potential of a nucleus.
This problem can be alleviated by adding an intelligent zero: if an operator B
is purely localized within an atomic region, we can use the identity between the
auxiliary wave function and its own partial wave expansion

0 = 〈Ψ̃n|B|Ψ̃n〉 − 〈Ψ̃1
n|B|Ψ̃1

n〉 (5.46)

Now we choose an operator B so that it cancels the problematic behavior of the
operator A, but is localized in a single atomic region. By adding B to the plane
wave part and the matrix elements with its one-center expansions, the plane wave
convergence can be improved without affecting the converged result.
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Total energy

Like wave functions and expectation values also the total energy can be divided
into three parts.

E([Ψ̃n], Ri) = Ẽ +
∑

R

(
E1

R − Ẽ1
R

)
(5.47)

The plane-wave part Ẽ involves only smooth functions and is evaluated on equi-
spaced grids in real and reciprocal space. This part is computationally most
demanding, and is similar to the expressions in the pseudopotential approach.

Ẽ =
∑

n

〈Ψ̃n|−~22me
∇2|Ψ̃n〉

+
e2

8πε0

∫
d3r

∫
d3r′

(
ñ(~r) + Z̃(~r)

)(
ñ(~r′) + Z̃(~r′)

)

|~r − ~r′|
+

∫
d3rñ(~r)εxc(~r, [ñ]) +

∫
d3rv̄(~r)ñ(~r), (5.48)

where Z̃(~r) is an angular dependent core-like density that will be described in
detail below. The remaining parts can be evaluated on radial grids in a spherical
harmonics expansion. The nodal structure of the wave functions can be properly
described on a logarithmic radial grid that becomes very fine near the nucleus,

E1
R =

∑

i,j∈R

Di,j〈φj |−~22me
∇2|φi〉+

Nc,R∑

n∈R

〈φc
n|−~

2

2me
∇2|φc

n〉

+
e2

8πε0

∫
d3r

∫
d3r′

(
n1(~r) + Z(~r)

)(
n1(~r′) + Z(~r′)

)

|~r − ~r′|
+

∫
d3rn1(~r)εxc(~r, [n1]) (5.49)

Ẽ1
R =

∑

i,j∈R

Di,j〈φ̃j |−~22me
∇2|φ̃i〉

+
e2

8πε0

∫
d3r

∫
d3r′

(
ñ1(~r) + Z̃(~r)

)(
ñ1(~r′) + Z̃(~r′)

)

|~r − ~r′|
+

∫
d3rñ1(~r)εxc(~r, [ñ1]) +

∫
d3rv̄(~r)ñ1(~r) (5.50)

The nuclear charge density −eZ(~r) is defined as a sum of δ-functions on the
nuclear sites, Z(~r) = −∑

R ZRδ(~r − ~R), with the atomic numbers ZR. Note that
the self energy of a point charge is infinite and must be subtracted out.
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The compensation density Z̃(~r) =
∑

R Z̃R(~r) is given as a sum of angular mo-
mentum dependent Gauss functions, which have an analytical Fourier transform.
A similar term occurs also in the pseudopotential approach. In contrast to the
norm-conserving pseudopotential approach however, the compensation charge is
non-spherical and it is constantly adapting to the instantaneous environment. It
is constructed such that the augmentation charge densities

n1
R(~r) + ZR(~r)− ñ1

R(~r)− Z̃R(~r) (5.51)

have vanishing electrostatic multi-pole moments for each atomic site. As a result
the sum of all one-center contributions from one atom does not produce an elec-
trostatic potential outside their own atomic region. This is the reason why the
electrostatic interaction of the one-center parts between different sites vanish.

The compensation charge density as given here is still localized within the atomic
regions, but a technique similar to an Ewald summation allows to replace it by
a very extended charge density. Thus we can achieve, that all functions in Ẽ
converge as fast as the auxiliary density itself.

The potential v̄, which occurs in equations (5.48) and (5.50) enters the total
energy in the form of a zero described in equation (5.46)

∑
n

fn〈Ψ̃n|
(
v̄ −

∑

i,j

|p̃i〉〈φ̃i|v̄|φ̃j〉〈p̃j |
)
|Ψ̃n〉 (5.52)

The potential v̄ =
∑

R v̄R, which occurs in equations (5.48) and (5.50) enters
the total energy in the form of “intelligent zeros” described in equation (5.46)

0 =
∑

n

fn

(
〈Ψ̃n|v̄R|Ψ̃n〉 − 〈Ψ̃1

n|v̄R|Ψ̃1
n〉

)

=
∑

n

fn〈Ψ̃n|v̄R|Ψ̃n〉 −
∑

i,j∈R

Di,j〈φ̃i|v̄R|φ̃j〉 (5.53)

The main reason for introducing this potential is that the self-consistent po-
tential resulting from the plane wave part is not necessarily optimally smooth.
The potential v̄ allows to influence the plane wave convergence beneficially, with-
out changing the converged result. v̄ must be localized within the augmentation
region, where equation (5.33) holds.

Approximations

Once the total energy functional provided in the previous section has been de-
fined, everything else follows: forces are partial derivatives with respect to atomic
positions. The potential is the derivative of the potential energy with respect to
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the density, and the Hamiltonian follows from derivatives with respect to wave
functions. The fictitious Lagrangian approach of Car and Parrinello, discussed in
section 5.3.2 on page 53, does not allow any freedom in the way these derivatives
are obtained. Anything else than analytic derivatives will violate energy conser-
vation in a dynamical simulation. Since the expressions are straightforward, even
though rather involved, I will not discuss them here.

All approximations are incorporated already in the total energy functional of
the PAW method. What are those approximations?

� The frozen core approximation. In principle this approximation can be over-
come.

� The plane wave expansion for the auxiliary wave functions must be complete.
This easily controlled by increasing the plane wave cutoff defined as EPW =
1
2~

2G2
max. Typically we use a plane wave cutoff of 30 Ry.

� The partial wave expansions must be converged. Typically we use one or two
partial waves per angular momentum (`,m) and site. It should be noted that
the partial wave expansion is not variational, because it changes the total
energy functional and not only the basis set.

I do not discuss numerical approximations such as the choice of the radial grid,
since those are easily controlled.

Earlier I mentioned that the pseudopotential approach can be derived as a well
defined approximation from the PAW method: the augmentation part ∆E = E1−
Ẽ1 is a functional of the one-center density matrix Di,j defined in equation (5.43).
The pseudopotential approach can be recovered if we truncate a Taylor expansion
of ∆E about the atomic density matrix after the linear term. The term linear to
Di,j is the energy related to the non-local pseudopotential.

∆E(Di,j) = ∆E(Dat
i,j) +

∑

i,j

(Di,j −Dat
i,j)

∂∆E
∂Di,j

+O(Di,j −Dat
i,j)

2

= Eself +
∑

n

fn〈Ψ̃n|vnl|Ψ̃n〉+O(Di,j −Dat
i,j)

2 (5.54)

Thus we can look at the PAW method also as a pseudopotential method with a
pseudopotential that adapts to the instantaneous electronic environment, because
the explicit non-linear dependence of the total energy on the one-center density
matrix is properly taken into account.

What are the main advantages of the PAW method compared to the pseudopo-
tential approach?

Firstly all errors can be systematically controlled so that there are no trans-
ferability errors. As shown by Watson and Carter [126] and Kresse and Joubert
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[125], most pseudopotentials fail for high spin atoms such as chromium. While
it is probably true that pseudopotentials can be constructed that cope even with
this situation, a failure can not be known beforehand, so that some empiricism
remains in practice: a pseudopotential constructed from an isolated atom is not
guaranteed to be accurate for a molecule. In contrast, the converged results of
the PAW method do not depend on a reference system such as an isolated atom,
because it uses the full density and potential.

The PAW method provides access to the full charge and spin density, which is
relevant for hyperfine parameters. Hyperfine parameters are sensitive probes of the
electron density near the nucleus. In many situations they are the only information
available that allows to deduce atomic structure and chemical environment of an
atom. There are reconstruction techniques for the pseudopotential approach [127],
which however, are poor man’s versions of the PAW method.

The plane wave convergence is more rapid than in norm-conserving pseudopo-
tentials and should in principle be equivalent to that of ultra-soft pseudopotentials
[128]. Compared to the ultra-soft pseudopotentials, however, the PAW method
has the advantage that the total energy expression is less complex and therefore
is expected to be more efficient.

5.3 Molecular dynamics

Molecular dynamics simulate the motion of atoms at a finite temperature. They
may, however, also be used to find the ground state of a system. This can be
achieved by applying friction to the atomic motion.

Knowledge of the forces acting on the atoms is required for molecular dynamics
simulations. These forces may be calculated via Fi = ∂E

∂Ri
from the total energy of

the system. E is obtained from the correct electronic structure based on DFT and
the PAW method. Knowing these forces it is possible to calculate the minimum-
energy structure, the ground state structure of the system.

5.3.1 Discretization of the equations of motion

The motion of atoms obeys the laws of classical mechanics, expressed in Newton’s
equations of motion:

MiR̈i = Fi (5.55)

with i numbering the 3N degrees of freedom. Knowing the starting geometry and
applying a friction to damp out the movement:

MiR̈i = Fi −MiαṘi (5.56)



5.3 Molecular dynamics 53

the ground state structure can be calculated. To reach fast convergence, one starts
with a high friction to damp out the fast vibration modes and lowers the friction
continously. This is necessary to also allow soft modes to move and finally damp
out. In the current implementation of the program, the friction is set to a higher
value whenever the total energy increases. This ensures that the atoms move
towards the energy minimum.

Discretization of the equations of motion is necessary for simulations. Therefore,
the trajectory is discretized in time steps ∆t. The first and second derivatives with
respect to time are replaced by the differential quotient. The scheme is called
Verlet algorithm [129]:

Ṙi(t) ≈ Ri(t+ ∆t)−Ri(t−∆t)
2∆t

(5.57)

R̈i(t) ≈ Ri(t+ ∆t)− 2Ri(t) +Ri(t−∆t)
(∆t)2

(5.58)

While Ri(t) represents the current atomic positions, Ri(t − ∆t) and Ri(t + ∆t)
represent the last and the following positions, respectively. This results in damped
equations of motion as

Ri(t+ ∆t) =
1

1 + a

(
2Ri(t)− (1− a)Ri(t−∆t) +

Fi (∆t)2

Mi

)
(5.59)

with a = α∆t/2. The time step ∆t has to be chosen according to the desired
accuracy. The Verlet algorithm diverges for time steps larger than 30 % of the
smallest vibration period of the system.

5.3.2 Ab-initio molecular dynamics

The direct application of equation (5.59) requires the determination of the elec-
tronic structure in each time step of nuclear motion. Car and Parrinello showed in
1985 [130] that simulation of simultaneous motion of electrons and nuclei is possi-
ble (Car-Parrinello molecular dynamics). In this approach, the electronic motion
is not described by the time dependent Schrödinger-equation, but replaced by a
fictious motion keeping the electrons in the ground state:

mΨ|Ψ̈〉 = − ∂E

∂〈Ψ| + constraints = −H|Ψ〉+ constraints. (5.60)

A fictious mass mΨ is assigned to the wave function. The forces acting on the
wave functions are obtained from the energy functional.

Constraints ensure orthonormality of the wave functions. If the electronic
ground state has been obtained, electronic and nuclear motion may be simulated
with the same time step but different frictions.



54 5 Electronic structure calculations

In the following, I describe how the electronic and structural optimizations
of this work have been performed. Random wave functions and a fixed atomic
geometry have been used as starting conditions. First, the wave functions are
optimized. The electronic ground state is reached with decreasing friction applied
to the wave function dynamics.

With the correct electronic ground state, the atomic positions are optimized
by dynamics under decreasing friction. Now, a rather high but also decreasing
friction is applied to the electronic motion as the electrons are already in an
optimized state. Whenever the energy increases, a high friction is applied to
electrons (a = 0.03) and nuclei (a = 0.003). This ensures that the ground state is
found.

Convergence of the structural relaxation is tested by simulating 200 time steps
(50 fs) without any friction on the nuclei and a rather small one (a = 0.008)
on the wave functions. The system is considered to be converged if the kinetic
temperature stays below 5 K and the total energy does not change significantly
during this simulation.

Besides Car-Parrinello molecular dynamics, there are other methods for finding
the electronic ground state [131] which I want to mention briefly. Apart from
random starting conditions, the plane wave coefficients can be obtained from di-
agonalization of a plane-wave subset, or from diagonalization of a localized basis
set and its expansion into plane waves [132]. The direct method to obtain an
electronic ground state is diagonalization of the Hamilton matrix. In most cases,
this is, however, computationally not feasible. The steepest descent scheme for
finding the electronic ground state can be derived from the above described molec-
ular dynamics by setting a = 1. It converges poorly. All-band conjugate gradient
schemes [133] converge fast for non-metallic systems. They require no system-
specific input parameters. In contrast to that, band-by-band conjugate gradient
schemes [134, 135] also work for metallic systems. However, their stability depends
on system-specific parameters obtained from preconditioning. Conjugate gradient
schemes are also used for structural optimization.

5.4 Reaction rates

While some chemical reactions occur spontaneously, in most cases the educt and
the product state are separated by an energy-barrier. Considering the time scale
for such a reaction to take place, two times have to be considered.

One is the time required for the actual transformation like bond breaking or
formation, or rearrangements. These occur at a time scale of picoseconds. It is
independent of the temperature.

The second time is the waiting time of the system in the educt state for over-
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coming the barrier. The average thermal energy kT at room temperature is only
approximately 2.5 kJ/mol. Thus, the energy for overcoming larger barriers has
to be provided by thermal fluctuations. They lead to a concentration of thermal
energy in the vibration mode corresponding to the transition, which may enable
the system to overcome the barrier. Following transition state theory it is possible
to estimate the approximate waiting time Tw from the Arrhenius-equation:

Tw =
1
ν

e
E‡
kT (5.61)

where ν is a characteristic frequency of the transition, E‡ is the energy of the
barrier, k is Boltzmann’s constant and T is the temperature.

Examples of waiting times at different barrier heights are given in table 5.1. It is
a rule of thumb that enzymatic reactions have a maximum barrier of 10 kcal/mol
(42 kJ/mol). Higher barriers in a calculation indicate that the proposed mecha-
nism does not explain the reaction.

However, in case of nitrogenase the total barrier of the reaction must not be
compared with the total turnover rate. The reaction consists of many small steps,
each of them occurs within less than a second. This time scale is limited by
the electron transport, i.e. the dissociation of the two proteins. This electron
transport consumes energy in form of MgATP and thus helps to overcome the
total barrier in many small steps.

EA(kJ/mol) time Tw

10 2 ps
20 120 ps
40 450 ns
60 1.6 ms
80 6 s
100 6 h

Table 5.1 Waiting times for overcoming a reaction barrier for a vibration frequency of
ν = 3 · 1013 s−1 (≈ 1000 cm−1) at 293.15 K.

5.5 Spin

Up to now I have treated electrons as particles which can fully be described by
the three spatial coordinates x, y, and z. However, there are experiments, like the
fine-structure in atomic spectra, which cannot be explained by this assumption.
To solve this problem, Uhlenbeck and Goudsmith [136] proposed that the electron
carries an intrinsic angular momentum, the spin.
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5.5.1 Quantum mechanics

While the magnetic moment ~M , associated with an angular momentum ~L usually
is

~M =
µB

~
~L = − e

2me

~L, (5.62)

the magnetic moment of the spin of an electron is

~Ms = 2
µB

~
~S = − e

me

~S. (5.63)

The so-called gyromagnetic ratio of the spin is twice that of the orbital angular
momentum.9

The spin obeys the rules of a quantum mechanical angular momentum. While
the total spin operator S2 commutes with one of its components, usually chosen
to be Sz, the three components do not commute with each other. Thus only the
total spin and its projection onto one axis in spin-space10 may be calculated. A
single electron is always in an eigenstate of S2 with the eigenvalue 3

4~
2, thus its

quantum number s = 1
2 with 〈S2〉 = ~2s(s + 1). Possible eigenvalues of Sz are

±~1
2 .

5.5.2 Pauli equation

In a fully relativistic description of the electrons, the Dirac-equation, each elec-
tron is described by a four component spinor wave function. Two of the com-
ponents, the large components, describe the electronic part, while the other two,
the small components, describe the positronic part always associated with the
electron. However, the small components can be down-folded to the large com-
ponents. The non-relativistic limit of the Dirac-equation is the Pauli-equation in
which each electron is described by a two-component spinor wave function:

(
(~P − e ~A)2

2me
+

e

me

~S ~B + V

)
|Ψ〉 = |Ψ〉ε (5.64)

Here ~B is the magnetic field and ~A with ~B = ~∇ × ~A is its vector potential.
Relativistic effects include a modification of the kinetic-energy term as well as a
term coupling the orbital angular momentum and the spin. While this so-called
spin-orbit coupling is neglected in my DFT calculations, I include scalar relativistic
corrections entering the kinetic-energy term.

9The more precise ge-factor, ge = 2µe/µB , obtained from quantum-electrodynamics is 2.00232...
10When neglecting spin-orbit coupling, spin-space and real space are decoupled.
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As the wave function consists of two components,

Ψ(~r) =
(

Ψ1(~r)
Ψ2(~r)

)
(5.65)

all the operators occurring in the Pauli-equation, now replacing Schrödinger’s
equation, are two-by-two matrices. ~P as well as V are diagonal as they act on
each spin-direction equally. ~S, the spin operator, has the form

~S = ~
2~σ (5.66)

with ~σ being the Pauli matrices

σx =
(

0 1
1 0

)
σy =

(
0 −i
i 0

)
σz =

(
1 0
0 −1

)
. (5.67)

The total density of one electronic state is still given by the operator n(~r) = |~r〉〈~r|
and the spin density ns in x, y, and z direction are given by:

n(~r) = Ψ∗
1(~r)Ψ1(~r) + Ψ∗

2(~r)Ψ2(~r) (5.68)
nsx(~r) = Ψ∗

1(~r)Ψ2(~r) + Ψ∗
2(~r)Ψ1(~r) = 2<(

Ψ∗
1(~r)Ψ2(~r)

)
(5.69)

nsy(~r) = −i(Ψ∗
1(~r)Ψ2(~r)−Ψ∗

2(~r)Ψ1(~r)
)

= 2=(
Ψ∗

1(~r)Ψ2(~r)
)

(5.70)
nsz(~r) = Ψ∗

1(~r)Ψ1(~r)−Ψ∗
2(~r)Ψ2(~r) (5.71)

The magnetization density can be obtained from ~m = −gee~
4me

~ns. In case of a
many-particle system, the total density and the spin densities are the sums of the
corresponding one-particle densities of the occupied states.

In the special case of each electron of a given system being in an eigenstate of
Sz the system shows a collinear spin density. The eigenstates of Sz are:

Ψ↑(~r) =
(

Ψ1(~r)
0

)
and Ψ↓(~r) =

(
0

Ψ2(~r)

)
. (5.72)

Thus in this case, one of the spinor components of each electron vanishes, each
electron may be described by a single spatial function. Correspondingly, nsx and
nsy vanish everywhere in space. The Pauli-equation factorizes in two separate
equations, coupled only via the external magnetic field.

5.5.3 Spin density functional theory

In usual density functional theory, see section 5.1, the ground state of a system
can be characterized completely by the electron density n(~r). This theory is able
to describe interacting electrons in a scalar (electrostatic) external potential. It
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is sufficient for systems with equal numbers of spin-up and spin-down electrons in
the absence of an external magnetic field. Apart from the density, the system can
also be characterized completely by the effective Kohn-Sham potential veff .

For magnetic systems, the density functionals turned out to be of much simpler
form if not only n(~r) but also the magnetization density ~m(~r) are considered in
the functional.

First, spin density functional theory has been applied to systems with uniaxial
spin densities, thus with vanishing nsx and nsy. In these cases, each electron
is either spin-up or spin-down. The Pauli-equation factorizes and the two spin-
directions can be solved separately.

Later, also non-collinear systems, requiring two-component spinor wave func-
tions, have been investigated [137, 138, 139].

Hobbes et al. [140] adapted the non-collinear description to the PAW method
independently of our group. Our implementation differs from theirs in that we do
allow for full non-collinearity also for the augmentation spin density.

5.5.4 Spin contamination

Sz is a one-particle operator, its expectation value can be calculated from the DFT
wavefunction. In case of a collinear calculation, each electron is in an eigenstate
of si,z and the total 〈Sz〉 = ~/2(N↑ − N↓) with N↑ and N↓ being the number of
electrons with spin up and spin down, respectively.

The total spin operator, S2, however, is a two-particle operator. A priori it is
thus not well-defined how to obtain its expectation value from the non-interacting
DFT reference wave function. This reference wave function has the same density
and spin-density as the physical system but there is in principle no information
on two-particle properties such as the total spin.

However, it is possible to apply the total spin operator S2 on an orthonormalized
Slater-determinant like the Kohn-Sham wave function. With |i〉 and |j〉 being one-
particle states, the expression is, as derived in appendix A.1:

〈S2〉 =
(
~
2

∫
~ns(~r) d3r

)2

︸ ︷︷ ︸
classical

+
~2

4

∑

ij

(
3δij −

∣∣〈i↑|j↑〉 − 〈i↓|j↓〉
∣∣2 − 4

∣∣〈i↑|j↓〉
∣∣2

)

︸ ︷︷ ︸
quantum−mechanical

(5.73)
In collinear as well as in non-collinear calculations, both terms of (5.73) may
contribute. In DFT the spins are treated classically in the sense that the total
spin is not constrained to half-integer values. In case of non-collinear magnetism,
not even Sz is constrained to half-integer values.

The first term in equation (5.73) is the total spin as it would be obtained from
a classical spin- (or magnetization-) density. Its value is ~2`2 and its direction is
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arbitrary as spin-space and real space are decoupled. This classical part is derived
from the spin density, which is well-defined within spin density functional theory.
The quantum mechanical part uses the one-particle states of the reference system
which cannot be expected to lead to the same total spin as the real interacting
system – not even with a perfect functional.

The DFT wave function is no spin eigenstate. This leads to a deviation of 〈S2〉
from equation (5.73) from ~2`(` + 1) with half-integer `. This deviation is called
spin contamination.

In the following, I describe occurrence of spin contamination in some examples.
For systems with singlet ground states and zero spin density (closed-shell sys-

tems), both parts of equation (5.73) vanish – the DFT wave function is a real
singlet wave function.

Using the PBE functional described in section 5.1.4, spin contamination is small,
whenever the spin density is positive everywhere in space.11 This is the case for
the nitrogen atom in its S = 3/2 ground state, see table 5.2.

system ` = 1
2 |

∫
~ns| `(`+ 1) 〈S2〉/~2

N 1.50000 3.75000 3.75252
[Fe2S2]2+ 0.00000 0.00000 4.01049

Table 5.2 Spin contamination in various systems.

This situation changes, when one turns to systems that exhibit local spins but
are experimentally found to be in a singlet state. The local spins can for example
be caused by partially filled d-shells located at individual atoms. antiparallel
alignment of these local spins can result in a singlet state.

Examples are the hydrogen molecule in its dissociation limit, antiferromagnetic
solids, or the [Fe2S2]2+ cluster which exhibits two antiparallel S = 5/2 iron sites.
In these cases, two equal spins interact. For simplicity, I discuss a system of two
interacting spins si = 1/2 (like the dissociated H2 molecule). Larger spins show
the same effects. The eigenstates of sz,i are |↑↑〉, |↑↓〉, |↓↑〉, and |↓↓〉. The total
spin operator S2, however, has different eigenstates |`,m〉:

|0, 0〉 = 1/
√

2(|↑↓〉 − |↓↑〉)
|1, 0〉 = 1/

√
2(|↑↓〉+ |↓↑〉)

|1, 1〉 = |↑↑〉
|1,−1〉 = |↓↓〉

11In case of non-collinear calculations this means that ns projected onto any direction has the
same sign everywhere.
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Thus, there is only one singlet state (|0, 0〉), but it cannot be described by a single
determinant. Therefore the corresponding Kohn-Sham Slater determinant, which
is a single determinant by definition, cannot be a singlet wave function. The
integral over the spin density, and thus the classical `

` =
1
2

∣∣∣∣
∫
~ns(~r) d3r

∣∣∣∣ (5.74)

vanish, but 〈S2〉 differs from zero. This can be seen in table 5.2 for the [Fe2S2]2+

system. Other antiferromagnetic systems behave similarly. The classical `, ob-
tained from integrating the spin density is in agreement with the experimental
total spin, while 〈S2〉, evaluated via equation (5.73) from the one-particle states,
differs from it. Thus, I always calculate the total spin as

S = ` =
1
2

∣∣∣∣
∫
~ns(~r) d3r

∣∣∣∣ . (5.75)

A different problem arises, when truly non-collinear states are described. An ex-
ample is the [Fe3S4]+ cluster, which will be elaborately discussed in section 6.4 on
page 73. In this system, three spins S = 5/2 interact. The experimental total spin
is S = 1/2, which is also obtained by the simple but fully quantum-mechanical
Heisenberg model described in the next chapter. In this model the spins align
with angles of around 120° between them. In DFT the spins are treated classi-
cally: they are arranged with angles of nearly exactly 120° between them resulting
in a total spin of S = 0 which is not possible within quantum theory. In this case
the state can be interpreted as a combination of two states with S = 1/2 and
m = ±1/2. However, in more complicated cases, such as the FeMoco of nitroge-
nase, such interpretations are not possible any more and the total spin of a real
non-collinear system cannot be obtained from DFT calculations.

5.5.5 Collinear vs. non-collinear calculations

Here I discuss the advantages and disadvantages of collinear and non-collinear
descriptions of the spin density in DFT calculations.

Non-collinear states

In quantum mechanics, any alignment of a certain spin with respect to some axis,
lets say the z-axis, can be expressed by linear combinations of eigenstates of Sz.
Thus there is no need for non-collinear calculations, as eigenstates of Sz correspond
to collinear calculations.

DFT, however, is not able to correctly describe spin states if they are not in
their highest or lowest possible m-value. This can easily be tested by calculating
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an S = 2 system like Fe2+ with Sz = 1 or 0. The energies are different, Sz = 2
has the lowest energy. Of course, Sz = −2 has the same energy as Sz = 2. Thus
the local spin of any atom has to be aligned with the global z-axis to be correctly
described in a collinear DFT calculation.

In systems with frustrated spins, systems with non-collinear spins, there are
atoms with their local spin not aligned with the global z-axis. These systems need
a two-component non-collinear description for being able to exhibit a local spin in
a direction different from the global z-axis.

Collinear states

Calculations which result in a collinear spin density also benefit from non-collinear
formulations. The physically meaningful results, however, are the same as in
collinear calculations. The main difference is that the results depend on the start-
ing conditions in collinear calculations, while they are independent of the starting
conditions in a non-collinear formulation.

The spin ordering12 of a collinear calculation depends on the starting conditions
of the calculation. If the spin of one atom starts in the up direction, a spin flip
would have to proceed via a non-polarized transition state, which is energetically
unfavorable. Thus spin flips usually do not take place and the spin ordering of
the starting density is preserved. This may easily lead to metastable states, as
the spin ordering is not known for complicated systems like the FeMo-cofactor.
Moreover, the spin ordering frequently changes during chemical reactions. The
barrier for a spin-flip of an Fe2+ site (S = 2) can be approximated by calculating
the same system (a one-center iron-sulfur cluster) with Sz = 0. This state is higher
in energy by 108 kJ/mol than the system with Sz = 2. Such energy barriers are
usually not overcome during an electronic structure relaxation. In non-collinear
calculations, the spins may continously rotate without changing their magnitude,
which enables spin-flips.

Moreover, in collinear calculations with fixed occupations, the total Sz is fixed.
This Sz, however, is not known for all states that have to be calculated. In a
non-collinear calculation, the total Sz is not fixed but optimized during electronic
and structural relaxation.

Of course, non-collinear calculations do not only have advantages over collinear
ones: the computational effort is largely increased. In a collinear calculation,
each electron is described by a single spatial function, and moreover, this one
particle wavefunction may be chosen to be real. In a non-collinear calculation,
each electron is described by two complex spatial functions. This increases the
required memory and computation time. Table 5.3 summarizes the advantages
and disadvantages of collinear vs. non-collinear calculations.
12the question which atoms exhibit spin-up and which exhibit spin-down
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Collinear Non-collinear

Frustrated states Frustrated states described better
give incorrect results

Metastable states Metastable states avoided

10 calculations at known total spin 1 calculation

Eigenfunction of Sz, No eigenfunction of Sz,
no eigenfunction of S2 no eigenfunction of S2

Per case:
CPU-time: 1 CPU-time: ×2.6
Memory: 1 Memory: ×3.9

Table 5.3 Comparison of collinear and non-collinear DFT calculations. The number of
required cases to calculate is given for the resting state of FeMoco with the assumption
of three-fold rotational symmetry.

Thus, a non-collinear calculation with collinear result can easily be verified by
collinear calculations. On the other hand, it is not possible to obtain the global
spin ordering and total spin from collinear calculations only. In principle all possi-
ble total spins, and for each of them all possible spin orderings, may be calculated
collinear. This will provide the same ground state as obtained from one single
non-collinear calculation. However, it is not known from collinear calculations
that the ground state is indeed collinear. A non-collinear ground state will always
be overseen by collinear calculations.
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Mathematics is a game played according to certain simple rules
with meaningless marks on paper.

David Hilbert

While continuous spin densities have been described in section 5.5.3 on page 57
the focus of this chapter will be discrete spins and their interactions. A high-spin
ferric iron site has five electrons with parallel spins. Thus its net spin is S = 5/2.
The spin of a ferrous iron site (Fe2+) is S = 2. While DFT treats the spins
classically, a simple quantum mechanical description of the interaction of spins is
provided by the Heisenberg spin Hamiltonian.

Operators are expressed in calligraphic letters (H,S), quantum numbers of sin-
gle sites in small letters (s,m) and quantum numbers of the whole considered
system in capital letters (S,M).

6.1 Heisenberg spin Hamiltonian

Consider a system of fixed spins si. The general linear expression for the energy
of interaction between the spins is

H =
∑

i>j

~SiAij
~Sj . (6.1)

with i and j labeling the atomic sites. The sum runs over all j, and for each j
over all i > j. Aij is the coupling matrix. Si is the operator for the spin of site i,
a three-dimensional vector.

For isotopic coupling the matrices Aij are reduced to equal diagonal elements
resulting in the Heisenberg spin Hamiltonian

H =
∑

i>j

Jij( ~Si
~Sj) =

∑

i>j

Jij(Sx,iSx,j + Sy,iSy,j + Sz,iSz,j). (6.2)

J is positive for antiferromagnetic coupling.
Using the definitions of the shift operators

S− = Sx − iSy

S+ = Sx + iSy = S†−, (6.3)

63
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the scalar product in equation (6.2) can be rewritten to

~Si
~Sj = Sz,iSz,j + 1

2(S+,iS−,j + S−,iS+,j) (6.4)

which can be used for calculations.
Equation (6.2) is sufficient for describing interactions between equal-oxidized

transition metal atoms. If two atoms in different oxidation states interact, there
could be resonance delocalization of (at least) one electron. In this way one Fe3+

and one Fe2+ give a pair of two Fe2.5+. This interaction has first been described
by Zener [141] and called double exchange.

Double exchange favors the spins of the interacting atoms to be parallel. An-
derson and Hasegawa [142] expressed it as

H =
∑

i>j

Jij( ~Si
~Sj) +

∑

i>j

−Bij

(
~Si
~Sj + 1

2

)
. (6.5)

In case of double exchange one electron partially resides on one site, partially on
the other. This causes a weak chemical bond between these sites. The bonding
character is only present in one spin direction as the other direction is filled.
While the occurrence of such mixed-valence states plays an important role in the
electronic structure of the ground state of nitrogenase, see section 9.2.1 on page 108
it will not be considered in more detail in this chapter.

Now the Hamiltonian is defined (6.2) a basis set is required to perform calcula-
tions on model systems.

6.1.1 Basis set

Each site i has the spin si, which is its first quantum number, describing the total
spin, see equation (6.7). The projection of the spin onto the z-axis is given by
the quantum number m (6.8). In the literature, this number is usually labeled ms

or sz. I prefer m in order to avoid too may indices. The same algorithm is valid
for angular momenta where these quantum numbers are usually labeled ` and m.
Thus the spin state of one site is referred by |si,mi〉. The spin state of the whole
cluster is the product state of its parts:

|s1,m1〉 ⊗ |s2,m2〉 ⊗ ... = |s1,m1, s2,m2, ...〉 (6.6)
S2

i |..., si,mi, ...〉 = |..., si,mi, ...〉~2si(si + 1) (6.7)
Sz,i|..., si,mi, ...〉 = |..., si,mi, ...〉~mi. (6.8)

Since the si are not varied. the basis can be reduced to |m1,m2,m3, ...〉. N =
(2s1+1) ·(2s2+1) ·(2s3+1) · . . . basis functions are required in order to completely
describe the system.
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6.2 The ground state of a spin-coupled system

Now that the Hamiltonian is set up using a proper basis set, the next task is to find
its eigenstates. Diagonalization of the Hamilton-matrix, though rather involved,
provides all eigenstates. It has been used to describe the three-site model in
section 6.4 with 216 basis functions.

In contrast to that, the iterative method presented afterwards allows to treat
much larger systems but only provides a few low-energy states. In larger systems
like the FeMo cofactor, more than 105 basis functions may be required. Diagonal-
ization of matrices of that size is computationally not feasible.

6.2.1 Diagonalization of the Hamilton-matrix

The Hamiltonian in the basis |m1,m2,m3, ...〉 can be composed of the spin oper-
ators:

〈m1,m2, ...|Sz,i|m′
1,m

′
2, ...〉 = ~m′

iδ(m1,m
′
1)δ(m2,m

′
2)... (6.9)

〈m1,m2, ...|S+,1|m′
1,m

′
2, ...〉 = ~

√
s1(s1 + 1)−m′

1(m
′
1 + 1) ·

· δ(m1,m
′
1 + 1)δ(m2,m

′
2)... (6.10)

〈m1,m2, ...|S−,1|m′
1,m

′
2, ...〉 = ~

√
s1(s1 + 1)−m′

1(m
′
1 − 1) ·

· δ(m1,m
′
1 − 1)δ(m2,m

′
2)... (6.11)

Sx,i = 1
2(S+,i + S−,i) (6.12)

Sy,i = 1
2i(S+,i − S−,i) (6.13)

with δ(m,m′) being the Kronecker symbol, δ(m,m′) = 1 for m = m′ and 0
otherwise. Knowing these matrices Sx,i, Sy,i, and Sz,i the total Hamiltonian can
be set up as

H =
∑

i>j

Jij(Sx,iSx,j + Sy,iSy,j + Sz,iSz,j). (6.14)

All S-operators and the Hamiltonian H are N ×N matrices. The indices labeling
their entries will be n and k. They combine m1,m2, . . . into one number. Eigen-
states of the Hamiltonian can be found by diagonalizing it, i. e. finding a unitary
matrix U transforming the Hamiltonian to a diagonal form:

U†inHnkUkj = δijεi (6.15)
H|nH〉 = |nH〉εn (6.16)

In this way it is possible to find the eigenstates |nH〉 of the Hamiltonian H. The
eigenstates are column-vectors of the unitary matrix U . The eigenvalues reflect the
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spin-coupling energy of the respective state. Most of the energy-eigenvalues are
degenerate. Linear combinations of states within one multiplet are still eigenstates
of the Hamiltonian.

The next task is to find the quantum numbers S and M of the eigenstates of the
Hamiltonian. This is achieved by diagonalizing the matrix 〈nH |S2|kH〉 containing
only states |nH〉 and |kH〉 within one multiplet. It leads to eigenstates |nH,S2〉 of
the Hamiltonian and the total spin operator S2:

S2 = (Sx,1 + Sx,2 + ...)2 + (Sy,1 + Sy,2 + ...)2 + S2
z (6.17)

These states exhibit a well-defined total spin S, 〈nH,S2 |S2|nH,S2〉 = ~2S(S + 1).
As there may still be states degenerate in both their energy and their total spin,

the |nH,S2〉 may be further characterized according to the z component of their
total spin. This leads to states |nH,S2,Sz〉. It will be shown in section 6.4 that even
this set may contain degenerate states.

6.2.2 Iterative search for the ground state

While the Hamilton matrix is small for model systems with few interacting sites,
a model for the cofactor of nitrogenase would contain about 135 000 basis func-
tions. The resulting matrix can not be diagonalized straight-forwardly. I am only
interested in the ground state, and the first few excited states. A diagonalization
also calculates all excited states.

I used an alternative approach to solve the electronic structure problem which is
similar to the approach of Car and Parrinello [130]: damped classical mechanics.

The iteration is started with a random trial wave function |Ψ〉. The Hamiltonian
provides the total energy of the system. The derivative of Schrödinger’s equation
with respect to 〈Ψ| corresponds to the classical force term. In order to perform
classical mechanics, a fictitious mass mΨ is assigned to the wave function. This
leads to the fictitious Lagrangian

L = 〈Ψ̇|mΨ|Ψ̇〉 − 〈Ψ|H|Ψ〉+ constraints (6.18)

Using the Euler Lagrange equation, the following equation of motion can be de-
rived:

mΨ|Ψ̈〉 = − ∂E

∂〈Ψ| + constraints = −H|Ψ〉+ constraints. (6.19)

Including a friction, one obtains:

mΨ|Ψ̈〉 = −mΨα|Ψ̇〉 − H|Ψ〉+ constraints (6.20)

The constraints are required to assure the normalization and, in case of multi-
ple states, the orthogonality. This differential equation is of second order. It is
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integrated numerically by discretization using the Verlet algorithm [129].

Ψ̇(t) ≈ Ψ(t+ ∆t)−Ψ(t−∆t)
2∆t

(6.21)

Ψ̈(t) ≈ Ψ(t+ ∆t)− 2Ψ(t) + Ψ(t−∆t)
(∆t)2

(6.22)

(6.23)

Thus, knowing two successive wave functions it is possible to estimate the next
one:

Ψ(t+ ∆t) =
1

1 + a

[
2Ψ(t)− (1− a)Ψ(t−∆t)− HΨ(t)

mΨ
(∆t)2

]
(6.24)

The new friction-variable a is defined as a = α∆t
2 . In this formulation a can be

varied from 0 (free motion) to 1 (steepest descent with a factor varying with mΨ).
In this way the groundstate can be calculated from random starting wave function
coefficients. ∆t and mΨ have to be chosen properly to lead to fast convergence.
However, the converged result does not depend on these choices.

Up to now, I have omitted the constraints appearing in equation (6.19). In
case of a single wavefunction, normalization can be achieved by simply normaliz-
ing the resulting function Ψ(t + ∆t). However, this violates energy conservation
in undamped dynamics. Energy conservation is useful to test the correct imple-
mentation of the algorithm in the program. In the simulations, however, it is
not necessary to use a normalization scheme that conserves the energy, because a
friction is applied to the system, which does not conserve the energy either.

A different normalization scheme is to use the constraint 〈Ψ(t+∆t)|Ψ(t+∆t)〉 =
1 and the method of Lagrange parameters.

Ψ(t+ ∆t) =
1

1 + a

[
2Ψ(t)− (1− a)Ψ(t−∆t)− HΨ(t)

mΨ
(∆t)2

]

︸ ︷︷ ︸
Ψ′

+
2Ψ(t)(∆t)2

mΨ(1 + a)︸ ︷︷ ︸
Φ

λ

(6.25)

Ψ(t+ ∆t) = Ψ′ + Φλ (6.26)

The Lagrange parameter λ is obtained via

〈Ψ(t+ ∆t)|Ψ(t+ ∆t)〉 = 1 (6.27)

〈Ψ′|Ψ′〉+ 2〈Ψ′|Φ〉λ+ 〈Φ|Φ〉λ2 = 1 (6.28)
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λ = −〈Ψ
′|Φ〉

〈Φ|Φ〉 ±
√(〈Ψ′|Φ〉

〈Φ|Φ〉
)2

− 〈Ψ′|Ψ′〉 − 1
〈Φ|Φ〉 (6.29)

This scheme is energy conserving and converges faster than the above mentioned
one with direct normalization. However, the estimation of the Lagrange parameter
requires additional computational effort.

As the ground state is in some cases degenerate, it is of interest to calculate
a few additional states. These could also be constrained to be orthogonal to
each other by Lagrange parameters, which allows to calculate more than one
state simultaneously. However, it is not known beforehand how many states are
degenerate and thus I decided to calculate them one by one. After convergence of
the ground state, the second state |Ψ′

2〉 is again chosen randomly. It is restricted
to be orthogonal to the first state by transforming it via

|Ψ2〉 = |Ψ′
2〉 − 〈Ψ1|Ψ′

2〉 |Ψ1〉 (6.30)

after each time step. Next, |Ψ2〉 has to be normalized. In this way a series of
states is calculated and orthogonalized to all previous states until the energy of
one state lies significantly above that of the first state. Now the set of ground
states is known and can be decomposed into eigenstates of S2 and Sz.

Example

The iron-sulfur cluster [Fe2S2]2+ can be modeled as two interacting spins with
s1 = s2 = 5/2. As the coupling is experimentally known to be antiferromagnetic
the only coupling constant J12 is chosen positive. The actual value of this constant
is unimportant at this stage of analysis because the interest is focused on the spin
configuration of the ground state and not on excitation energies.

Knowing the fact that the coupling is antiferromagnetic one would suggest
|m1,m2〉 = |52 ,−5

2〉 as ground state, meaning one atom completely spin-up and
the other one spin-down. However, the result of the Heisenberg model is

|0H,S2,Sz〉 = 1√
6

(
− | − 5

2 ,
5
2〉+ | − 3

2 ,
3
2〉 − | − 1

2 ,
1
2〉+ |12 ,−1

2〉 − |32 ,−3
2〉+ |52 ,−5

2〉
)

This is a non-degenerate singlet wave function (S = 0, Sz = 0), while |52 ,−5
2〉

would not be singlet.
The highest states exhibit S = 5 as expected. In contrast to the singlet ground

state, however, some of them are eigenstates of Sz,i like |52 , 5
2〉.
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6.2.3 Analysis

The resulting wave functions are eigenfunctions of S2 and Sz but not of Sz,i, the
z component of the spin on a single site. The expectation value of Sz,i, required
for the spin projection coefficients which will be used in section 6.4 for calculating
magnetic hyperfine parameters, can be calculated as

Ki =
〈Sz,i〉
Sz

. (6.31)

The expectation values Sx,i and Sy,i vanish due to the uncertainty principle. The
question if a spin ordering is collinear can be addressed using a different quantity,
the angle between two spins defined via

cosα =
〈S1S2〉
|S1||S2| (6.32)

with |S1| =
√
〈S2

1 〉. The length of the spin vectors are constant as the resulting
wave functions still are eigenfunctions of S2

i .

Example

In the example mentioned above with two s1 = s2 = 5/2 the ground state is an
eigenstate of S1S2. The eigenvalue of the angle between the spins is 180°, thus
the spins are really antiparallel. Note that, although the angle is well-defined, Sz,i

vanishes for each site.
It is interesting to note that the expectation value of the angle between the two

spins in the high-spin state |52 , 5
2〉 does not vanish. It is 44.4°.

In case of two interacting spins with s1 = s2 = 1/2 there are four resulting
states. In the singlet state, the wave function is an eigenfunction of the angle
between the spins. The eigenvalue is 180°. In contrast to that, the wave functions
of the three triplet states are no eigenfunctions of the angle between the spins.
The expectation values are 70.5° (cosα = 1

3).

6.3 Classical spins – the classical Heisenberg model

In non-collinear DFT calculations, the spins are treated classically. Thus the wave
function neither an eigenstate of Sz nor of S2. The classical Heisenberg model
may lead to a quantum-mechanically interpretation of the results from DFT. Spin
vectors obtained from DFT are used to compute the corresponding set of spin
coupling constants Jij . These parameterize a quantum mechanical Heisenberg
model, which allows physical interpretation.
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In order to calculate Jij from a given set of ~Si, it is necessary to calculate ~Si

from a given set of Jij .
The classical Heisenberg model uses spins that behave like classical angular

momentum vectors. In contrast to the quantum mechanical model, all three com-
ponents of each spin can be calculated simultaneously. The Hamiltonian is:

H =
∑

ij

Jij
~Si · ~Sj (6.33)

The sum over all i and j can be used easier than the one over i 6= j and gives the
same result concerning the spin directions.

Calculating Si from given Jij

The fictious Lagrangian of the classical spin-system is obtained by introducing a
fictions mass (m) for spin-rotations

L = 1
2

∑

i

m~̇Si

2

−
∑

ij

Jij
~Si · ~Sj +

∑

i

λi(~Si
2 − 1) (6.34)

The lengths of the spin-vectors have to be preserved which is assured by the
Lagrange parameters λi. Here I use unity as length of all spin vectors. They and
the corresponding J-values may be scaled after the calculation. The derivations
with respect to Si and λi yield

m~̈Si = −2
∑

j

Jij
~Sj + 2~Siλi (6.35)

S2
i = 1 (6.36)

leading to the discretized equations of motions with a friction term:

m

(∆t)2
(
~Si(t+ ∆t)− 2~Si(t) + ~Si(t−∆t)

)
=

−2
∑

j

Jij
~Sj(t) + 2~Si(t)λi −mα

~Si(t+ ∆t)− ~Si(t−∆t)
2∆t

. (6.37)

Using a = α∆t
2 leads to the same expression for the next time step as in equation

(6.26) with according Lagrange parameters.
These calculations can be performed very fast and the dynamic converges quite

well. In this way the spin pattern can be calculated from a set of coupling param-
eters Jij .
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Calculating Jij from given Si

The estimation of spin coupling parameters Jij from given spins ~Si can be used
to physically interpret the spin coupling scheme obtained from DFT calculations.

While previous studies used a set of collinear calculations with different spin
orderings to estimate Jij [143, 144], I only use one non-collinear calculation.

I used an iterative method for obtaining a set of Jij which have the given ~Si as
ground state. Starting with properly chosen Jij it is possible to calculate initial
spin vectors S0

i . In general, they differ from the given set ~Si.
In the following, I will change the notation in order to get more readable equa-

tions. Now the index i of Si runs over 3 ×N spatial coordinates. Moreover, the
matrix Jij is converted into a vector Jα. As Jij is symmetric with vanishing di-
agonal elements, the matrix as well as the vector have N(N − 1)/2 independent
components.

Starting from S0
i and using an approach similar to perturbation theory, the

given final spins S(f)
i are linearly approximated:

S0
i +

∑
α

∆Jα
∂Si

∂Jα
= S

(f)
i (6.38)

∆Jα has to be calculated. This is achieved by minimizing the difference between
the left-hand side of equation (6.38) and the spins S(f)

i obtained from DFT:

F [∆Jα] =
∑

i

[
S0

i +
∑
α

∆Jα
∂S0

i

∂Jα
− S

(f)
i

]2

→ min (6.39)

F [∆Jα] =
∑

i

(S0
i − S

(f)
i )2

︸ ︷︷ ︸
C

+2
∑
α

∆Jα

∑

i

∂S0
i

∂Jα
(S0

i − S
(f)
i )

︸ ︷︷ ︸
Bα

+
∑

α,α′
∆Jα′

∑

i

∂S0
i

∂Jα

∂S0
i

∂Jα′︸ ︷︷ ︸
Aα,α′

∆Jα (6.40)

F [∆Jα] = C + 2
∑
α

∆JαBα +
∑

α,α′
∆Jα′Aα,α′∆Jα → min (6.41)

∂F

∂∆Jα
= 2Bα + 2

∑

α′
∆J ′αAα,α′ = 0 (6.42)

or, as matrix equation:

B +A∆J = 0 ∆J = −A−1B (6.43)
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Changing the Jα (= Jij) along the path provided by ∆J iteratively leads to a set
of Jij which gives the same spins as the DFT calculation.

The derivative ∂S0
i

∂Jα
is calculated numerically as differential quotient. For that

purpose, a unique spin-pattern out of a given set of Jij it is necessary. This is
achieved by freezing the three rotational degrees of freedom.

The algorithm only converges for reasonable starting conditions. It is advisable
to choose large starting values for Jij coupling spins with a large angle between
them and small values for spins is larger distance or with small angle. Moreover,
the converged results sometimes depend on the starting conditions. Thus there
is in general no unique set of Jij that can be obtained from given ~Si. In general,
however, different sets of Jij obtained from the same spin coupling pattern lead to
the same ground state in the quantum mechanical Heisenberg model. All further
analysis is based on this quantum mechanical ground state.
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6.4 Application: three interacting spins in [Fe3S4]
+

Figure 6.1 Structure of the [Fe3S4]+ complex. In this direction the approximate three-
fold rotational symmetry is clearly visible. The cluster is connected via three sulfur bridges
to cysteine residues of the protein which have been truncated here.

The iron sulfur cluster [Fe3S4] occurs in several ferredoxins, hydrogenases, and
in aconitase. It can adopt at least two redox levels, namely [Fe3S4]+ and [Fe3S4]0

at biological conditions. Thus it acts as the functional unit in the redox enzymes.
Here I will discuss the oxidized state [Fe3S4]+, which exhibits three high-spin ferric
iron sites.

The structure of the considered complex is shown in Fig. 6.1. It shows a cuboidal
arrangement of iron and sulfur atoms with one iron atom removed. The remaining
iron sites form a triangle with one sulfur atom below the center of the triangle and
three sulfur atoms above the edges. The iron sites are connected to the protein
via cysteine sulfur bridges. Thus all iron atoms are in an approximate tetrahe-
dral environment while to whole structure shows three-fold rotational symmetry.
The structure, EXAFS data [145], as well as measured Mössbauer isomer shifts
and electric field gradients [146, 147, 148, 149] indicate that the system is highly
symmetric.

This symmetry seems to be broken in the spin structure. This can be seen from
the hyperfine parameters listed in table 6.1 on the next page. They have been
measured in [Fe3S4]+ clusters in various enzymes of different species. While the
total spin of the cluster in all 7 of these species is S = 1/2, the individual site
contributions differ between the species. They also differ for the three iron sites
within each species.

In the following this discrepancy between the highly symmetric atomic structure
and the virtually asymmetric spin structure will be explained by a non-collinear
spin structure. The latter, even though being three-fold rotational symmetric,
leads to highly asymmetric hyperfine parameters.



74 6 Discrete spins – the Heisenberg model

enzyme Aiso(Fe3+) (MHz)
1 Pyrococcus furiosus ferredoxin [150] −37.5 +26 −11
2 Desulfovibrio gigas hydrogenase [151] form 1 −44 +20 +3
3 Desulfovibrio gigas hydrogenase [151] form 2 −39 +23
4 Azotobacter vinelandii ferredoxin I [152] −41.9 +17.4 +2
5 Azotobacter vinelandii ferredoxin I [146] −41 +18 ±5
6 beef heart aconitase [153] −30.6 +28.1 −10.5
7 Chromatium vinosum hydrogenase [154] −44 +12

Table 6.1 Isotropic magnetic hyperfine parameters of [Fe3S4]+ complexes in various
enzymes.

6.4.1 The Heisenberg model

The spin structure of the system can best be modeled with three discrete spins,
each with si = 5/2. Kent et al. [146] pointed out that the total spin of S = 1/2
in this system can only be achieved by two spin eigenstates. Linear combinations
of these 2 states also result in S = 1/2. These two states result from the coupling
of one spin with s1 = 5/2 with a combination of the other two spins to s23 = 2 or
s23 = 3. Using the nomenclature |s23, s1, S〉 they are labeled |Ψ1〉 = |2, 5

2 ,
1
2〉 and

|Ψ2〉 = |3, 5
2 ,

1
2〉.

I investigated this system using the Heisenberg spin coupling scheme with three
equal or similar J coupling constants following from the approximate symmetry
of the system. Using equal coupling constants results in |Ψ1〉 and |Ψ2〉 as degen-
erate ground states of the system. Small differences in the J values remove the
degeneracy. If J23 > J12 = J13 the pure state |Ψ1〉 is the ground state [146, 150],
if J23 < J12 = J13 it is the pure state |Ψ2〉. In all other cases the ground state is
a mixture, a linear combination, of |Ψ1〉 and |Ψ2〉.

While Kent et al. used the linear combination |Ψ〉 = |Ψ1〉
√

1− α2 + |Ψ2〉α I feel
that

|Ψ〉 = |Ψ1〉 cosφ+ |Ψ2〉 sinφ (6.44)

is more convenient to use. The conversion is therefore α = sinφ. Only states
within 0 ≤ φ ≤ π

6 are relevant because values outside that range would correspond
to relabeling of the states. The state with φ = π

6 has s13 = 3 and will be the ground
state if J13 < J12 = J23.

Diagonalization of the Heisenberg Hamiltonian provides the states |Ψ1〉 and
|Ψ2〉 in the representation of |m1,m2,m3〉1. They are required to calculate the
hyperfine parameters of the spin-coupled system.

1Apart from solving the Heisenberg model, the states |Ψ1〉 and |Ψ2〉 can also be obtained using
the Clebsch-Gordan coefficients
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The intrinsic hyperfine parameter ai of an atom depends on the spin density at
its nuclear site. One of the contributions to ai is the Fermi-contact term. In case
of a single isolated site, the measured hyperfine parameter Ai is equal to ai.

This situation changes in a system with several spin-coupled nuclei. The mea-
sured hyperfine parameter Ai of a site i in the spin coupled system depends on
ai and the projection of the local spin of site i on the total spin of the system
[155, 29, 156]:

Ai = Kiai with Ki =
〈sz,i〉
〈Sz〉 . (6.45)

In an isolated site, the spin projection factor Ki becomes unity and Ai = ai. In
a coupled system, the measured hyperfine parameter decreases with increasing
angle between the local spin of the site and the total spin of the system. In case of
antiparallel alignment between the local and total spin, the sign of the measured
hyperfine parameter is reversed compared to ai.

In order to characterize a system in terms of the Heisenberg model and to
compare the model with experimental results, ai and φ, the mixing parameter
between the states |Ψ1〉 and |Ψ2〉 have to be known. They can be calculated for
each cluster, as shown in the following.

The intrinsic isotropic hyperfine parameter ai depends on the oxidation state
and the chemical environment of the iron site but not on the spin coupling to the
other sites. Thus it can be assumed that this ai is the same for all three iron sites
of one cluster.

s13 = 3s23 = 2
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Figure 6.2 Spin projection factors in [Fe3S4]+. The dashed lines represent the mixing
of the states found for different enzymes.

Using φ and |Ψ1〉 and |Ψ2〉 it is possible to calculate the spin projection co-
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efficients Ki from equation (6.45). They are shown as solid lines in Fig. 6.2 on
the preceding page. The differences between the three Ki for the same system
explain the huge differences between the three measured hyperfine parameters of
each [Fe3S4]+ cluster.

I used the experimental hyperfine parameters for the three iron sites of each of
the seven systems, given in table 6.1 on page 74. φ and ai have been fitted to
these three values. The obtained mixing parameters φ for the seven systems are
indicated in Fig. 6.2 on the preceding page as dashed lines. The results for φ and
ai are given in table 6.2.

sin2 φ ai (MHz) Ki

1 9.2 % −18.6 1.963 −1.486 0.523
2 1.7 % −17.9 2.267 −1.077 −0.190
3 4.2 % −18.0 2.165 −1.277 0.112
4 1.6 % −18.0 2.270 −1.068 −0.202
5 1.1 % −17.8 2.289 −1.008 −0.281
6 11.9 % −17.0 1.859 −1.550 0.691
7 0.0 % −18.8 2.333 −0.667 −0.667

theory experiment
Aiso (MHz) Aiso (MHz)

1 −36.6 27.7 −9.7 −37.5 +26 −11
2 −40.6 19.3 3.4 −44 +20 +3
3 −39.0 23.0 −2.0 −39 +23
4 −40.9 19.2 3.6 −41.9 +17.4 +2
5 −40.9 18.0 5.0 −41 +18 ±5
6 −31.6 26.3 −11.7 −30.6 +28.1 −10.5
7 −43.8 12.5 12.5 −44 +12

Table 6.2 Results of the Heisenberg model for the systems 1–7. Top: the fitted param-
eters φ and ai and the spin projection coefficients obtained from φ. Bottom: theoretical
and experimental hyperfine parameters. The mixing parameter φ is given in the form of
the percentage of the |Ψ2〉 state in the ground state, sin2 φ.

It can be seen that all the systems can be described well with this model. Con-
sidering the experimental uncertainty of about ±3MHz all experimental hyperfine
parameters can be reproduced well.

For the systems 3 and 7, the hyperfine coupling of one iron site could not be
measured by experiment. I used the remaining two values to estimate ai and A3.
In case of system 3 this value is rather small (−2MHz) and thus difficult to detect
experimentally. In system 7, A2 and A3 are degenerate. This system is a special
case, as the authors of the respective experimental study [154] point out that there
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may be a fourth iron site interacting with the measured three.
It can be seen from table 6.2 that the mixing between the states |Ψ1〉 and |Ψ2〉

varies significantly between the considered systems. These variations are caused
by slightly different coupling constants J in the systems. These coupling constants
depend on structural deviations.

The intrinsic hyperfine parameter ai is preserved quite well over the range of in-
vestigated systems. This shows the chemical similarity between the seven systems.
It also justifies the assumption that ai is the same for the three iron sites of one
complex. The mean value of the intrinsic hyperfine parameter is ai = 18.0 MHz.

6.4.2 Non-collinear magnetism

Now that I have shown that the results of the Heisenberg model properly describe
the spin coupling in [Fe3S4]+ it is legitimate to draw further conclusions from
this model. While the hyperfine parameters have already been discussed in the
literature cited above, it is also possible to extract information about the angles
between the spins from the Heisenberg model.
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Figure 6.3 Expectation values of the angles between the three spins of the [Fe3S4]+

cluster derived from the contributing states |Ψ1〉 and |Ψ2〉.

Using the states |Ψ1〉 and |Ψ2〉 in the representation of the spin eigenstates of
each site (|m1,m2,m3〉) it is straightforward to derive the expectation values of
the angles between them according to equation (6.32). The result is depicted in
Fig. 6.3. Depending on the mixture of the states, the angles vary around 120°2.
In case of maxima or minima the respective angle is an eigenvalue while it is only

2between 108.3° and 131.1°



78 6 Discrete spins – the Heisenberg model

an expectation value otherwise. The approximate threefold rotational symmetry
of the atomic structure is preserved in the spin structure.

These angles of around 120° between the three spins are a clear indication for
non-collinear spin ordering in that system.

Figure 6.4 Illustration of the spins of [Fe3S4]+ as obtained from DFT calculations.

This finding has to be considered when describing the system with DFT. In
non-collinear calculations the spins are treated classically, the wave function is
neither and eigenstate of Sz nor of S2. The antiferromagnetic coupling causes the
spins to be in one plane with angles of 120° to each other. Thus the threefold
symmetry is preserved and the results agree quite well with experiments. Also the
intrinsic hyperfine parameters obtained from the calculations are the same for the
three iron sites.

Collinear calculations restrict the system to eigenstates of Sz. There is no
proper choice of Sz which takes care of the three-fold rotational symmetry of the
system except Sz = 15/2, the high-spin state. This state does not represent the
chemical behavior of the cluster, which shows antiferromagnetic coupling. If the
experimental spin S = 1/2 is chosen, one iron comes out to be spin-up, another
one spin-down and the third iron shows a rather small spin. This deteriorates the
three-fold symmetry as it influences density-related observables such as Mössbauer
isomer shifts and electric field gradients.

Thus a model with discrete spins, the quantum mechanical Heisenberg model,
shows that a treatment of the spin density allowing for non-collinearity is necessary
for describing the continuous system with DFT.
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7 Considerations concerning the
structure of nitrogenase

Thus, the task is, not so much to see what no one has yet seen;
but to think what nobody has yet thought, about that which everybody sees.

Erwin Schrödinger

The cofactor of nitrogenase is embedded in the MoFe protein. It is essential
to know the abilities of the protein to transport small particles to the cofactor in
order to understand the reaction mechanism. The focus lies on protons, electrons,
N2, and NH3.

Here, I will show how protons reach the cofactor and where they reach it. They
move in special proton transport channels. Such channels can not be found directly
for N2 or NH3 as both show only weak interaction with the protein. Electrons,
another ingredient in the conversion cycle, are delivered by the Fe-protein and
reach the FeMoco via the P-cluster as discussed in section 3.1.

The investigations presented in this chapter are not based on DFT calculations
but on an analysis of the crystal structure. I used the most accurate structure
determination of the MoFe-protein published up to now, the 1M1N PDB data set,
refined to 1.16 Å [19].

7.1 Proton channels

Here I will show that there is only one proton channel capable of transporting
a series of protons from the surrounding solution to the cofactor. It starts at a
cavity between the two halfs of the MoFe-protein and proceeds via 14 steps to a
water molecule near the iron site Fe7.

7.1.1 The proton shuttle mechanism

Protons can be transported in aqueous or similar solutions using an effective mech-
anism of proton-hopping within hydrogen bonds followed by rotation of the proton
acceptors. This is the reason for the high electric conductivity of acids or bases.
The mechanism of hopping and rotation is illustrated in Fig. 7.2 and can be ex-
plained as follows:

81
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Figure 7.1 Nitrogenase FeMoco with structure and nomenclature of the 1M1N [19] PDB
data base.

1. In liquid water or any other protic system, the molecules are connected by
hydrogen bonds. Now I consider a chain of water molecules which should
transfer protons from one end to the other. Protons can change their part-
ners within the hydrogen bond. This step transfers one proton from one end
of the chain to the other without significant structural rearrangements of
any atom.

2. A second proton transfer in the same direction requires prior rotation of the
molecules. During this rotation, hydrogen bonds are broken and others are
formed.

3. After a rotation of the molecules, the next proton is transferred.

Thus, in order to effectively transport protons, the transport units, acting simul-
taneously as acceptors and donors, have to be able to rotate at least around one
axis. In a protein there are different types of transport units:

� Water molecules: while ordered water molecules are detected by X-ray
diffraction, disordered molecules are invisible to diffraction methods. Dis-
ordered water molecules result in cavities within the experimental protein
structure.
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Figure 7.2 Mechanism of proton transport by hopping and rotation. Protons are trans-
ported via the chain of water molecules from the left side to the right side.

� Hydrophilic groups of protein resides, i.e. the groups –OH, –NH2, –SH.
Amino acids offering these groups are listed in table 7.1.

This proton shuttle mechanism allows proteins to transport protons in channels
filled with such transport units. Channels like that have already been found in
the nitrogenase MoFe-protein [65, 68].

One proton transport channel has been described to lead, via water molecules,
from the inner surface of the protein to the water pool around homocitrate. The
inner surface is the region where the two halfs of the protein are connected. In
this region there are large pockets filled with water [65, 68].

Another proton transport channel [65, 68] connects the surface to the sulfur
bridge S2B. The last transport unit of this channel is the imidazole ring of Hisα159.
This channel is only able to transport one proton to the cofactor, because a sec-
ond proton would require the whole imidazole ring of histidine to rotate, which
is unlikely to happen. The proton has to be transferred back to histidine. This
channel will be important for explaining the catalytic cycle as described in sec-
tion 10.1.2. However, as it is not able to transport more than one proton, it will
not be considered here.



84 7 Considerations concerning the structure of nitrogenase

The new results of my work are (1) that I found three more water molecules
which extend the firstly mentioned channel is extended from the water pool around
the homocitrate to one bridging sulfur atom of the cofactor, and (2) a verification
that this channel is the only one to the cofactor in the most accurate X-ray struc-
ture available. The previous studies [65, 68] have been based on the less accurate
2MIN X-ray structure. Moreover, only water molecules have been considered as
proton transport units there.

7.1.2 Systematic search for proton channels – calculational details

While previous studies [65, 68] considered the less accurate 2MIN PDB dataset
and restricted their search for proton channels to water molecules detected by
diffraction, my approach is somewhat more general: (1) I use water molecules
and (2) the amino acid residues listed in table 7.1 from the most accurate X-ray
structure currently available (1M1N [19]). Moreover, (3) I searched the structural
data for holes big enough to accommodate one or more water molecules which are
also able to transport protons.

NH1 Arg
NH2 Arg
Nδ2 Asn
Sγ Cys
Nε2 Gln
NZ Lys
Oγ Ser
Oγ1 Thr
OH Tyr

Table 7.1 Amino acids offering mobile proton transport groups and the PDB-label of
these atoms.

In order to find paths from the surface of the protein to the cofactor, it had
to be decided which atoms belong to the surface. I used an algorithm illustrated
in Fig. 7.3: only atoms around the atom of interest i within a radius of 6 Å were
regarded. I summed the normalized vectors of all of these atoms to the atom i.
The resulting vector points away from the sites in the vicinity of atom i. Thus it
points out of the protein if the atom i belongs to the surface. I regarded a cone
of the half opening angle of 45° around this vector and determined if any atom
within the 6 Å radius was located within the cone. If this was not the case, then
I defined the atom i to be a surface atom.

In order to find cavities in the protein structure, I scanned it for vacancies. The
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Figure 7.3 Schematic view of the algorithm deciding, which atoms in the PDB database
lie on the surface of the protein. Atoms are indicated with black dots. A sphere with the
radius of 6 Å is shown as circle. As no atom resides within the 45° cone shown in gray,
the central atom is a surface atom. See text for details

scan has been performed on a grid of 0.3 Å. If a sphere with a radius of 3 Å around
the grid point is vacant, there is enough space to accommodate a water molecule.
This estimation is based on the typical length of a hydrogen bond of 3 Å. Thus an
atom in the center of the sphere could form hydrogen bonds to neighboring atoms
in the distance of 3 Å.

Indeed I found around 500 of these cavities within the protein tetramer. None
of these, however, is located in the direct vicinity of FeMoco.

Finally I searched for paths from FeMoco to the surface via atoms, which may
take part in the proton transport as described above, in steps of up to 3-3.3 Å.

7.1.3 Results

There is only a single proton transfer path from FeMoco to the surface starting
from above Fe7 of the FeMoco with the first water molecule being 3 Å to 4.1 Å
away from S3B, S4B, and the bridging atom S5A. There are no side branches of
the path for the first 14 transport units. Most of these are water molecules except
for the protein –OH groups OH of Tyrα446 and Oγ1 of Thrβ360. At its end, this
path is connected to many different branches to reach the surface via 2-5 atoms
or cavities. Most of these branches reach the surface via one large cavity between
the two halfs of the protein tetramer, illustrated in Fig. 7.4.

In the following, all sulfur atoms of the cofactor are discussed in order to show
their connections to hydrogen bonds and to the proton transfer path. Hydrogen
bond lengths up to 3.3 Å (and 4.0 Å involving S atoms) have been considered.
Note, that here only those residues have been considered which can take part in
proton transport, as defined above. Therefore there may be hydrogen bonds to
all sulfur atoms, but only certain participate in proton channels.

S3A No connecting atoms.
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Figure 7.4 The proton path from the surface to the sulfur sites around Fe7. The left
figure shows the path, consisting of mostly water atoms (only oxygen shown), the cofactor,
and the surface of the protein. In the right figure, the surface is drawn transparent. A
cavity between the two halfs of the protein tetramer is the starting point of the path. It
is shown green.

S1A The only chain starting at S1A proceeds via Sγ of Cysα275 which is incapable
of proton transport as it does not exhibit an –SH group but is bound to Fe1
of FeMoco.

S4A No connections to any path, there is only one chain proceeding via Cysα275.

S2A Hydrogen bonds to Argα96 and Serα278 but those are not connected any
further.

S4B Is connected to the main path to the surface and will be discussed below.

S1B No connecting atoms.

S2B No connecting atoms.

S3B Shows many connections, among them the main path to the surface.

S5A It is connected to a water molecule and to Argα96 but these paths end after
a few transport units. If the largest considered hydrogen bond distance is
increased to 4.1 Å, S5A is connected to the main path leading to the surface.

Extending the criteria for hydrogen-bond distances up to 3.5 Å (and 4.5 Å in-
volving S) does not change the result: S3A, S1A, S4A, S2A, S1B, and S2B still
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atom residue distance (Å)
1 S4B
2 O HOH 679 3.73
3 O HOH 15 2.88
4 O HOH 259 2.84
5 O HOH 24 2.84
6 O HOH 50 2.82
7 OH Tyrα446 2.66
8 O HOH 26 2.80
9 O HOH 256 2.71
10 O HOH 33 2.77
11 O HOH 222 2.72
12 Oγ1 Thrβ360 2.79
13 O HOH 163 2.82
14 O HOH 438 2.58
15 O HOH 327 2.89

Table 7.2 The proton path from the cofactor to the surface. While S4B is given as
starting point, the water molecule (679) is also connected to S3B and the bridging sulfur
site S5A. HOH denotes water molecules with their respective number in the dataset. The
Thrβ360 residue belongs to the other half of the protein, the β2 chain.

show only few connections and no path reaching the surface. These extended cri-
teria reveal side branches of the main proton path, which reach the surface in the
same area as the main path.

The main path starts from the water molecule with the ordering number 679
in the PDB file, located 3.73 Å from S4B, 4.01 Å from S3B, and 4.02 Å from S5A.
The path proceeds via 14 atoms, listed in table 7.2, exhibiting distances of up to
2.89 Å between the oxygen atoms. No vacancies in the protein are included in this
path, it consists of ordered water molecules and two amino acid residues. The
path is illustrated in Fig. 7.4.

Connected to the last atom listed in table 7.2 there are numerous branches
reaching the surface. Some proceed via ordered water molecules, some reach a
large pocket between the two halfs of the protein. This pocket is connected to the
surface.

Thus this path provides the only connection between the surface of the protein
and FeMoco, which is capable of transporting a series of protons.

Some atoms without connection to the path, S4A, S2A, and S1A, are located
rather close to the protein surface, thus slight conformational changes in the pro-
tein may open a path for protons starting from these atoms. With the used
definition of surface, S4A is the atom in FeMoco closest to the surface, at a dis-
tance of 12.35 Å to the nearest surface atom. However, into that direction, the
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protein seems to be very resistant against proton transport: even at hydrogen-
bond lengths considered up to 3.9 Å (6.5 Å for sulfur) no paths to the surface can
be found.

The path presented here has some transport units in common with the one
already present in the literature [65, 68]. However, I extended the proton path
from the water pool around homocitrate to sulfur atoms at the cluster. The
channel in the literature already ends near the atom number 4 in table 7.2. This,
and the atoms 2 and 3 are hydrogen-bound to homocitrate. This extension is
crucial since it shows that the proton path is able to provide protons to sulfur
atoms and bound substrate near the Fe-sites 7 and 3.

7.2 Distance from the cofactor to the surface

FeMoco is located within the α subunit of the protein. In order to find possible
paths for reactants and products in or out of the protein, the thickness of the
protein over the cofactor is of interest. In the following, distances and directions
will always be given from the central N atom. While the α-chain surrounds the
cofactor, the β-chain of the MoFe-protein is located approximately into the direc-
tion of the Mo atom. The second part of the homo-dimer, i. e. the α2 and β2

chains, is located approximately into the direction to Fe7. Fig. 7.5 illustrates one
half of the protein and the FeMo-cofactor.

I searched for the direction from the nearest surface part to the cofactor. Since
the protein surface is all but flat, there are multiple definitions of this surface.

If the distance to the surface of the protein is defined by the distance to a plane
going through the outermost atom and perpendicular to the viewing direction, the
nearest surface point lies in a direction between Fe2 and S1A and is 24 Å away.
Distances defined in this way as function of the polar angles can be seen in Fig. 7.6
on the left side.

A different approach is to regard only atoms within a cylinder of a radius of
4 Å around the viewing direction and find the most distant atom within that.
The direction of the nearest surface is similar as above, somewhere in the region
between Fe2 and S1A but the distance is only about 13 Å. There is a second “hole”
through the protein, a near surface region, into the direction of Fe4. A graph of
the thickness of the protein defined by this approach is shown in Fig. 7.6 on the
right side.

Thus it can be seen that there is no unique definition of a protein surface. The
shortest way from the cofactor to the surface is into the direction from the central
ligand to Fe2 or S1A. Reactants like N2, however may take this route to the protein
surface. This is nearly the opposite direction as the proton transport path.
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Figure 7.5 Illustration of FeMoco and homocitrate in one half (one α and one β subunit)
of the MoFe-protein. The other half connects to the left side. The ¡ surface is cut open.
Regions of the surface near the cofactor are indicated green while regions far away from
the cofactor are red. The green regions at the lower right are located in the direction
from the central ligand to Fe2 and S1A, while the green part at the upper left is a region
between the two halfs of the protein.
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Figure 7.6 The distance from the center of FeMoco (the central N atom) to the protein
surface. In the left graph all atoms are used, i.e. the distance of a plane perpendicular to
the viewing direction is given. On the left graph, atoms in a cylinder around the viewing
direction are used, see text. θ = 0 is the direction to the Mo atom, θ = 180° is to the Fe1
atom.

7.3 Protonation state of residues

Protons are not contained in the structural databases for nitrogenase as they are
difficult to detect by X-ray diffraction experiments. In the DFT calculations,
the structure, and thus the protonation state, are important input data. The
protonation state of the carboxyl groups of homocitrate is of special importance
for possible nitrogen binding to the Mo site of the cofactor. It is possible to
obtain some information on the protonation state from bond lengths in the X-ray
structure.

The homocitrate, illustrated in Fig. 7.7 allows such an assignment. The func-
tional groups of homocitrate are frequently labeled as “longer carboxyl arm” with
the O3 and O4 atoms, the “shorter carboxyl arm” with the O1 and O2 atoms, a
carboxyl leg as well as a hydroxy leg.

The distances from the carboxyl C-atom to its oxygen neighbors in the longer
carboxyl arm of homocitrate are slightly different. Since the C–O3 distance is
longer, it can be concluded that O3 is protonated and that there is a double bond
between C and O4. The shorter arm is also most probably protonated, and if,
then at O1, the oxygen site pointing towards Fe6. A stereo-view of the hydrogen
bond network around homocitrate can be seen in Fig. 7.7.

Argα96 is located near the face of the iron atoms 2, 3, 6, and 7. Its terminal
C-N distances are very similar (1.346 and 1.341 Å). Therefore I conclude that both
of its terminal nitrogen atoms are protonated. The only hydrogen-bond partner
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Figure 7.7 Stereo-view of the network of hydrogen bonds around the homocitrate ligand
of FeMoco. Double lines represent covalent bonds while single lines represent hydrogen
bonds. In case of water molecules, only their number in the 1M1N data base is given (for
the O atom). The water atoms 679, 15, 259, 24, and 50 are part of the proton path.
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for one of these, labeled NH2 in the PDB database, is S5A of the cofactor in a
distance of 3.276 Å. For the Nε atom of this residue the only H-bonding partner is
S3B, 3.427 Å away. The third nitrogen atom of Argα96, NH1, forms one H-bond
to either backbone-O of Glyα69 or Oδ1 of Asnα98.

The side chain of the amino acid arginine Argα359 is located centrally above
the face spanned by the iron atoms 3, 4, 5, and 7. Although its terminal C-N
distances are not completely symmetric, it can be assumed that both N atoms are
protonated (–NH2).

7.3.1 Protein chains from the P-cluster to the vicinity of the FeMoco

FeMoco

homocitrate

Argα96

protein chain

P-cluster

Figure 7.8 Argα96, above the face spanned by the iron atoms 2, 3, 6, and 7, is connected
via a short chain (partially an α-helix) to the P-cluster via a bridging S atom of Cysα88.
Sequence: Cys Gly Gln Tyr Ser Arg Ala Gly Arg. Only the protein backbone is shown
in this picture.

Christiansen [92] mentions that the residues Argα96 and Valα70, which are
located in the vicinity of the FeMoco, are both connected via short protein chains
to the P-cluster (see Fig. 7.9 and 7.8). Geometric changes in the P-cluster, induced
by different oxidation levels, may induce structural changes at these amino acids.
These changes may open and close gates to substrate-binding sites at FeMoco, as
discussed in section 12.4 on page 173.

Both Argα96 and Valα70 are located above the face spanned by the iron atoms
2, 3, 6, and 7. Rees [10] points out that the helix starting at Argα96 is an α-helix,
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FeMoco

homocitrate

Valα70
π-helix

P-cluster

Figure 7.9 Valα70, above the face spanned by the iron atoms 2, 3, 6, and 7, is connected
via a short π-helix to the P-cluster at Cysα62. Sequence: Cys Ala Tyr Ala Gly Ser Lys
Gly Val. Only the protein backbone is shown in this picture.
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while the helix starting at Valα70 is a π-helix, having an extra residue per turn.
π-helices are much less common than α-helices, but frequently occur near active
sites and regions that undergo conformational changes [10].



8 Dinitrogen and its reduction products
in the gas phase

Everything should be made as simple as possible, but not simpler.
Albert Einstein

8.1 Electronic structure of dinitrogen

The nitrogen molecule N2 exhibits a triple-bond consisting of a σ and two π orbitals
which are all occupied. The corresponding antibonding orbitals are empty. The
density of states and the shapes of the corresponding orbitals are illustrated in
Fig. 8.1.
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Figure 8.1 Density of states and the shape of the corresponding orbitals of the N2

molecule. The p-π∗ and the p-σ∗ states are unoccupied.

In order to weaken the triple bond it is thus possible to reduce or oxidize the
molecule. While reduction leads to population of the antibonding π∗ orbitals,
oxidation de-populated the p-σ or the p-π orbitals.
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8.2 Comparison to experiment

Atomization energies of some of the small molecules involved in dinitrogen re-
duction are experimentally well established. They can directly be compared to
theoretical atomization energies, see table 8.1.

experiment theory ∆
Species EZPE Eat EZPE + Eat Eat PAW−exp.

[157] [120] PAW [121]
H2 24.8 433.0 457.8 444.4 439 −13.4
N2 14.7 941.8 956.5 1019.3 1017 62.8
NH3 86.7 1157.7 1244.4 1272.4 1264 28.0
NH2 48.2 711.3 759.5 798.7 39.2
N2H4 136.1 1696.2 1832.3 1907.8 75.5

Table 8.1 Experimental atomization energies Eat (sometimes denoted ΣD0) and zero-
point vibration energiesEZPE compared to my calculations (theoretical structure). The
sixth column contains theoretical literature data obtained with the PBE functional and
experimental geometries. All values in kJ/mol.

Species spin (~) d(N-N) (Å) E (H) Erel (kJ/mol)
H 0.5 −0.49875
H2 0 −1.16678 0
NH2 0.5 −11.16428
N 1.5 −9.86257
N2 0 1.105 −20.11336 0
H-N-N 0.5 1.175 −20.62070 200
H-N-N-H trans 0 1.251 −21.22750 138
H-N-N-H cis 0 1.247 −21.21990 158
H2-N-N 0 1.214 −21.19374 227
H2-N-N-H 0.5 1.353 −21.81459 128
H2-N-N-H2 0 1.445 −22.44679 0
H3-N-N-H2 0.5 1.456 −22.97052 157
H3-N + N-H2 0.5 −23.00774 59
H3-N-N-H3 0 1.470 −23.48679 333
N-H3 0 −11.84346 −192

Table 8.2 Calculated data concerning N2 and its reduction products. Relative energies
are given with respect to N2 and xH2.
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Figure 8.2 Calculated data concerning Relative energies N2 and its reduction products
with respect to N2 and xH2.
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9 The resting state

If it looks like a duck, and quacks like a duck, we have at least to consider the
possibility that we have a small aquatic bird of the family anatidae on our hands.

Douglas Adams

9.1 Determination of the charge state

Experiment provides the atomic structure of the FeMo cofactor. Additionally to
that, however, the charge state has to be known for a detailed understanding and
for reliable calculations of the reaction mechanism. Here I will show that the
charge state of the resting state is given by [MoFe7S9N]±0.

The charge state will always be referred as a “core charge” of the MoFe7S9N
subunit. A charge of −3 e is assigned to the ligands: SH (−1 e) imidazole (neutral)
and glycolate (−2 e). Thus the charge of the whole cell in the calculation is the
core charge minus three e.

Usual determinations of any physical properties are guided by the variational
principle of the total energy. Its minimum is searched. If this scheme is directly
applied to the cofactor, the charge state it would have in vacuum would be cal-
culated. The cofactor, however, is surrounded by the protein. One the one hand
this acts like a dielectric, stabilizing charges, and on the other hand it is partially
charged itself. There are basic amino acids, like for example histidine, around the
cofactor which are positively charged and acid amino acids which are negatively
charged at neutral pH 7. Even the local pH value in the direct vicinity of the
cofactor is not known. All these facts change the electronic chemical potential,
µe = ∂E/∂n with n being the number of electrons, around the cluster from that
of the vacuum. Thus the state with the lowest energy in vacuum is not necessarily
the ground state in the protein.

Physical properties other than the total energy have to be used to find the charge
state. The total spin and the structure, as well as hyperfine parameters of specific
sites, may be compared to experiment. I used the former two for identifying the
resting state.
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9.1.1 Calculational details

I performed DFT [113, 115] calculations based on the projector augmented wave
[124, 122] (PAW) method as described in section 5.2. The implementation into
the CP-PAW program, developed by my advisor, Peter E. Blöchl, has been used.
I used the gradient-corrected PBE [121] functional for exchange and correlation.

The cofactor has been modeled by truncating its ligands as shown in Fig. 9.5 on
page 107 for example. Cysteine has been replaced by SH, histidine by imidazole
protonated at its uncoordinated nitrogen atom, and homocitrate by glycolate.
Thus no double bounds or aromatic systems have been broken. The first two
coordination shells of Mo are identical to those in the protein. No atoms of the
cofactor core are protonated, which is rationalized in section 10.2.1 on page 125.

The numbers of pairs of partial waves (φi, φ̃i) and projector functions (p̃i) used
for each angular momentum (`,m) are given in table 9.1. Convergence of this
setup has been tested.

Element core s p d
Fe [Ar] 2 2 2
Mo [Kr] 3 3 2
S [Ne] 2 2 2
O [He] 2 2 1
N [He] 2 2 1
C [He] 2 2 1
H none 2 1 0

Table 9.1 Core configuration and number of projector functions and pairs of partial
waves per angular-momentum state (`,m) with s,p and d-character as used throughout
the work for this thesis.

A plane-wave cutoff of 30Ry for the wave functions and of 60 Ry for the density
have been used.

The plane-wave based PAW method leads to the occurrence of periodic images
of the structures. The electrostatic interaction between them has explicitly been
subtracted [158]. Wave function overlap has been avoided by choosing a unit cell
large enough to keep a distance of more than 6 Å between periodic images.

Atomic structures have been optimized by damped Car-Parrinello [130] molec-
ular dynamics and all degrees of freedom have been relaxed. The convergence has
been tested by monitoring if the kinetic temperature remains below 5 K during a
simulation of 50 fs (200 time steps). During that simulation no friction has been
applied to the atomic motion and the friction on the wave function dynamics has
been chosen sufficiently low to avoid a noticeable effect on the atomic motion. In
most cases, the kinetic temperature remained below 1K during this final test.

All calculations allowed for non-collinear spin densities, except especially noted.
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I used a collinear description to investigate the 10 different spin orderings BS1
to BS10 shown in Fig. 9.6. I achieved the desired spin ordering by applying an
artificial potential to the wave function. It has only been applied in the first 30
steps of the calculation and removed afterwards. This potential acts with reversed
sign at the two spin directions. It is localized within the augmentation region of
the selected atoms. Its energy EU is given by

EU =
∑

i,j

Di,j〈φi|U0P` e−(r/rc)2 |φj〉 (9.1)

with
Di,j =

∑
n

fn〈Ψ̃n|p̃i〉〈p̃j |Ψ̃n〉, (9.2)

P` =
∑
m

δ(|~r| − |~r′|)Y`,m(~r)Y`,m(~r′). (9.3)

Here, φi and φj are one-center partial waves of the respective atom. All 7 iron
atoms have been used. U0 is a constant defining the strength of the potential.
For all atoms to be forced to a spin-up configuration, I chose U0 to be −1.5H for
spin-up wave functions and +1.5H for spin-down wave functions. The sign has
been reversed, if a spin-down atom is should be achieved. As the potential is only
applied to the d-part of the wave function, ` = 2 has been chosen in P`. I used a
cutoff-radius rc of 2 aB. fn denotes the occupations of state n. Ψ̃n is the auxiliary
wave function, p̃i and p̃j are the projector functions, explained in section 5.2.2.
Y`,m denote spherical harmonics.

The nature of chemical bonds can be analyzed based on the electronic structure.
The concept is similar to the COOP (Crystal Orbital Overlap Population) analysis
of R. Hoffmann [159]. What I refer as COOP here, is the energy resolved density
matrix elements projected onto individual atomic orbitals. Negative COOP indi-
cates bonding contribution to the corresponding bond, positive COOP indicates
antibonding contribution. The COOP between two orbitals χ and χ′ is defined as

Dχ,χ′(ε) =
∑

n

〈χ|Ψn〉δ(ε− εn)〈Ψn|χ′〉. (9.4)

The energy is denoted as ε, Ψn is the Kohn-Sham wavefunction of state n. εn is the
energy of that state. The χ and χ′ are atomic-like orbitals. I used the one-center
partial waves φi, truncated at the atomic sphere radius. Equation (9.4) defines
the atom-projected density of states if χ = χ′.

9.1.2 Total spin as criterion for finding the resting state

An experimental total spin of S = 3/2 of the resting state, as described in sec-
tion 2.2.1, implies an odd number of electrons within the cluster. Thus all even



102 9 The resting state

charge state are candidates for the resting state.
Charge states with an odd electron number ranging from −2 e to +4 e have been

investigated. Assuming oxidation states of Mo4+, S2−, and N3− these correspond
to one to seven ferric iron sites (Fe3+), the other ones being ferrous (Fe2+). Note
that the assignment of integer oxidation numbers to individual atoms is somewhat
arbitrary and no direct result of calculations, as the electrons are distributed over
the whole cluster. Thus all reasonable charge states have been investigated.

Among the charge states with an odd electron number ranging from −2 e to
+4 e, I found that only the charge state 0 e, which is collinear, can clearly be
identified with an S = 3/2 spin state. In this state, three iron sites are in their
ferric state, while the remaining four are ferrous. Charges of +2 e as well as +4 e
result in an S = 1/2 state, and the charge state of −2 e has a non-collinear spin
distribution with S = 0.24. Non-collinear spin states generally result in a total
spin differing from half-integer numbers as described in section 5.5.4. Structural
relaxation coupled to relaxation of the spin ordering is important for obtaining
reliable information on the total spin as the spin ordering strongly depends on the
atomic structures.

charge (e) spin (~)
−2 0.229 non-collinear
−1 1.07 non-collinear
±0 3/2
+1 0.591 non-collinear
+2 1/2
+3 0
+4 1/2
+5 0

Table 9.2 Total spin of different charge states of FeMoco

Thus the charge states +2 and +4 can clearly be excluded as candidates for
the resting state. No clear decision can be made for the most reduced state −2.
The DFT result of S = 0.24 may correspond to a physically meaningful state of
S = 1/2, but S = 3/2 cannot clearly be excluded.

Thus, concerning the spin state, a core charge of zero most probably refers to
the resting state.

9.1.3 Atomic structure as criterion for finding the resting state

The atomic structure of the isolated cofactor generally expands upon reduction
and contracts upon oxidation. This fact is illustrated in Fig. 9.1 as well as in
Fig. 9.2. In both parts of Fig. 9.1, all atomic distances within the MoFe7S9N unit
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Figure 9.1 Change of the cluster size at different charges. Left: the mean fractional
deviation of calculated distances in various oxidation states relative to the X-ray structure
[19]. All distances in MoFe7S9N are considered. The error bars indicate the root mean
square deviation from the mean value. Right: root mean square difference in bond length
to the X-ray structure.

are considered. The distances obtained from theory are compared to those from
crystallographic analysis, namely the first entry in the 1M1N PDB structure [19].
The fractional deviations are averaged over all 153 of these distances and plotted
in the left graph. The error bars correspond to the root mean square deviation
of individual distances from this mean value. In the right panel the root mean
square difference of bond length and longer distances from the experimental values
is directly given.

Both parts of Fig. 9.1 not only show the contraction upon oxidation but also
show that a charge of zero fits best to the experimental structure. The structural
difference in percent is lowest at this charge as well as the root mean square
difference. The large error bars at higher charge states in the left graph also
indicate a distortion of the structure. In these cases, the central cage of the
cofactor looses its symmetry. Bonds from the central ligand to some iron sites
contract.

The structure of the neutral charge state perfectly matches the experimental
structure as it can be seen from their overlay in Fig. 9.3 on page 105. Only
rotation of the truncated ligands are different between these structures. These are
truncation effects.

The conclusion of analysis of the total spin as well as the atomic structure is
the assignment of a neutral core charge to the resting state: [MoFe7S9N]0.

My finding of a neutrally charged resting state is in agreement with other the-
oretical work. Comparison of the mean Mössbauer isomer shifts [25] as well as
reduction potentials [25, 24] with experiment result in the same assignment. Hin-
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Figure 9.2 The Fe–Fe bond length at different charge states. The first graph shows all
short bonds of directly bond irons. The second one shows the diagonals in the Fe-prism
and the third one the distances from Fe1 to Fe5−7. Broken lines are calculated results,
solid lines the X-ray distances and filled squares the collinear state at charge −3. The last
graph shows the Fe–N bond lengths.
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nemann and Nørskov [46] used a charge state with the same formal oxidation
states of the Fe-sites. However, they considered all three µ2-sulfur bridges of the
cofactor to be protonated.

Figure 9.3 Theoretical vs. experimental structure: stereoview of the superimposed
structures from X-ray diffraction (black) and the theoretical resting state (red).
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9.2 Analysis of the resting state

9.2.1 Electronic and spin structure

An overview of the contributions of the individual atomic species to the electronic
density of states is given in Fig. 9.4. The main chemical bonds determining the
cluster structure can be seen. Before discussing them, see section 9.2.3, I will
concentrate on the spin structure and use it to determine the formal oxidation
states.
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Figure 9.4 Overview of the electronic density of states of FeMoco in its resting state
projected onto the S, Fe, Mo atoms and the central ligand (N). σ-bonds between S and
Fe can be seen around −9 eV, π-backdonation around 0 eV. The Fe-S antibonding states
are out of range of this graph.

The seven iron sites of FeMoco are in their high-spin state, resulting in a high
spin-polarization in the density of states, see Fig. 9.7 on page 109. This means that
each Fe-site exhibits four or five unpaired electrons with parallel spin depending
on its oxidation state. The local spin on the other atoms can be neglected with
the possible exception of Mo, discussed below. Fig. 9.5 shows the spin ordering of
the ground state.

In contrast to collinear calculations, a non-collinear description of the spin den-
sity, as applied in all my calculations except expecially noted, generally allows to
find the ground state of this complex system in one run.

The fact that the spin ordering shown in Fig. 9.5 is indeed the ground state can
be verified by calculating the energy of the other possible spin orderings. Such an
analysis has been performed by Lovell et al. [72] for the vacant cofactor. They
assumed a three-fold rotational symmetry of the cluster and labeled the 10 possible
spin orderings with BS1 to BS10, explained in Fig. 9.6. In order to result in an
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Figure 9.5 Spin ordering of the resting state.

S = 3/2 system, four sits have to be spin-up and three spin-down. Lovell et al.
calculated the energies of the cofactor without central ligand in these spin states.
They concluded that state BS2 had the lowest energy but state BS6, with the
second-lowest energy was more consistent with the experimental structural data.
BS6 has subsequently been used in a number of theoretical studies [25, 46, 104]
on the cluster with central ligand.

In the structure with the central ligand, however, the spin ordering with the
lowest energy is BS7. I calculated all 10 of these states with collinear spin de-
scription. All cases but BS5, which converged to BS7, converged to the desired
spin ordering. This shows that large barriers for spin-flips exist in collinear calcu-
lations. The energies of the different states are given in Fig. 9.6 on the following
page. The ground state and the first exited state BS6 are well separated by an
energy difference of 32 kJ/mol. It is important to note that all energies have been
obtained by relaxing the structure. The energetic order of the states may be dif-
ferent without structural relaxations. Different spin orderings lead to remarkable
differences in the atomic structures.

For the state with the lowest energy, BS7, I also calculated the resulting three
states removing the three-fold rotational symmetry of the cluster. Their energies
are given in table 9.3. They differ by less than 7.1 kJ/mol. In my structural
model, the three-fold rotational symmetry is only broken by the ligands of the Mo
site. Thus the energetic differences are much smaller than the expected differences
induced by the protein environment.
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BS1 BS2 BS3

BS4 BS5 BS6

BS7 BS8 BS9

BS10

state E (kJ/mol)
BS1 134
BS2 43
BS3 106
BS4 49
BS5
BS6 32
BS7 0
BS8 59
BS9 87
BS10 50

Figure 9.6 All 10 spin orderings of FeMoco consistent with a total spin of S = 3/2.
A three-fold rotational symmetry has been assumed for the definition of these 10 states.
Breaking of this symmetry will be discussed in the text. The energies of the respective
states relative to BS7 are given.

state E (exp1) E
BS7 (kJ/mol) (kJ/mol)
Fe5 0.7 4.0
Fe6 3.4 7.1
Fe7 0 0

1 at the experimental structure

Table 9.3 Energies of the three sub-states of BS7, differing by rotation around the
molecule’s axis. The number of the unpaired spin-down atom is given. Prior to structural
relaxation, the energetic differences are even smaller.

Assignment of formal oxidation numbers to the metal atoms

Although the net charge of the cluster would suggest formal oxidation numbers
like [Mo4+(Fe3+)3(Fe2+)4S9N3+]0 a detailed analysis of the non-bonding metal
orbitals leads to an assignment of [Mo4.5+(Fe2.5+)5(Fe2+)2S9N3+]0 with the two
ferric sites being Fe5 and Fe6.

This assignment can be rationalized by investigating the metal-metal bonds
formed by electrons not involved in the metal-ligand bonding.

A ferrous Fe-site and a ferric Fe-site with parallel spins can form a mixed-
valence bond as described in sections 2.2.3 and 6.1. Both majority-spin d-orbitals
are filled and the remaining minority-spin electron is distributed between the iron
sites, forming the bond. This bond is weak because it is formed by only one
electron.
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Figure 9.7 Projected densities of states in the resting state: iron sites. On the top the
DOS projected on d-states of Fe7, Fe5 and Fe6. Then Fe3, Fe4 and Fe2 and finally at the
bottom Fe1. The ordering is the same as in the structure in Fig. 9.5. Fe7 is the only atom
not forming a mixed-valence pair with another iron site.
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Three pairs of iron sites with parallel spins can be found in the spin structure of
the resting state as it can be seen in Fig. 9.5. The occurrence of a bond between
them can be confirmed by calculating the COOPs between them, similar to the
overlap between their atomic orbitals. Bonding and antibonding contributions of
each one-particle state can be seen in a COOP plot.

antibondingbonding

Fe5-Fe6 Spin ↑

Fe2-Fe4 Spin ↓

Fe1-Fe3 Spin ↑

Energy (eV)

76543210-1-2-3

Figure 9.8 Fe-Fe bonds: COOPs of the minority spin σ-bonds between ferromagnetically
coupled iron pairs. The negative peaks indicate bonding states while the positive peaks
indicate antibonding states. The dotted line at 4.15 eV indicates the Fermi energy.

Such plots are shown for the iron-iron bonds in Fig. 9.8. The bonding states lie
below the Fermi energy and thus are occupied while the antibonding states are
unoccupied. Thus clear binding contributions can be found in the minority spin
direction of each parallel iron pair. It can be seen from the COOPs that many
of the states below the Fermi level contribute to the binding. This is because
the electrons are not localized in one bond but distributed over the whole cluster.
Fig. 9.9 shows isosurfaces of two one-particle states with significant contributions
to these metal-metal bonds.

Now that the bonding network between the iron atoms is known, I focus on the
molybdenum site. The left picture of Fig. 9.11 shows a clear bonding contribution
between the molybdenum atom and the minority-spin d-orbital of site Fe7. This
site does not take part in the metal-metal bond network of the other Fe-sites.
The Mo orbital participating in this bond is a d-orbital with t2g symmetry in the
approximate octahedral environment of the Mo site, thus a low-lying orbital.

The other two t2g orbitals of Mo are also partially occupied. It can be seen from
the COOP graphs in Fig. 9.10 that there are also metal-metal bonds between the
Mo site and its other two iron neighbors, Fe5 and Fe6. This can also be seen in
the iso-surface of the total spin density of the cluster shown in Fig. 9.11 on the
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Figure 9.9 Metal-metal bonds between iron atoms. Iso-surfaces of the one-particle
states which contribute most to the iron-iron bonds are shown. The left picture shows
a high-lying occupied spin-down state, covering the bonds between Fe1 and Fe3 as well
as Fe6 and Fe7. The right picture shows the highest occupied spin-up state, the bond
between Fe2 and Fe4. It can be seen from the COOP graphs in Fig. 9.8 that these are not
the only states contributing to the respective bonds.

antibondingbonding

Mo-Fe7

Mo-Fe6

Mo-Fe5

Energy (eV)

76543210-1-2-3

Figure 9.10 Mo-Fe bonds: COOPs of both spin directions are shown. The majority
direction of the respective iron site is shown in full lines (red), the minority direction in
dashed lines (green).



112 9 The resting state

Mo

Fe7

Mo

Fe7

Figure 9.11 Left: a spin-up state shows the metal-metal bond between d-electrons of
Fe7 and Mo. The total spin density, right, not only shows some spin density at the central
ligand but also at the Mo site. All three of its t2g orbitals are partially occupied, one
with spin-up (yellow) and two with spin-down (blue) electrons. These electrons form the
metal-metal bonds between Mo and Fe.

right side. One spin-up d-orbital (yellow) forms the bond to the spin-down Fe7

while two spin-down d-orbitals (blue) connect to Fe5 and Fe6.
In order to obtain formal oxidation states, I use the following thought experi-

ment: I start with all partially filled d-shells empty, thus Mo6+(Fe3+)7. Electrons
of a metal-metal bond are equally distributed between the metal atoms. Thus
Mo, taking part in three bonds to all its iron neighbors, gets three half electrons
resulting in Mo4.5+. The irons sites Fe5 and Fe6 exhibit a bond between them and
a bond to Mo from each site, thus they obtain one electron leading to Fe2+ for
both of them. All other iron sites take part in one bond and thus are formally
assigned Fe2.5+.

As the spin direction of each metal-metal bond is fixed to the minority direction
of the participating atoms, the number of electrons have to sum up to the correct
total spin. The assignment given above is consistent with both the total spin and
the total charge.

The formal distribution of one electron over two atoms results in a spin of half
an electron on the Mo site. This is consistent with the DFT calculations, which
result in a small spin-density at Mo.

Although the given assignment is rationalized based on the total spin density
and on one-particle states, other assignments may be reasonable. The ferrous
character of sites Fe5 and Fe6 may be distributed to the other spin-up sites Fe1

and Fe3. On the other hand the Mo atom may also be described as being in its
diamagnetic 4+ state with Fe7 being ferric. However, the given assignment results
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in similar oxidation states for all iron sites which explains the similar experimental
Mössbauer parameters given in section 2.2.1 on page 11 and compared to my
results in section 9.2.5.
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Figure 9.12 Density of states projected on the p-states of the central nitrogen ligand.

The central nitrogen atom may safely be regarded as being in the 3− state. In
the density of states (Fig. 9.12), there are some unoccupied p-states. The origin
of these lies in the complex-bonds to the iron sites. They are empty antibonding
orbitals. In a formal representation one would attribute the electrons of these
bonds to nitrogen, which results in an N3− ion.

9.2.2 Atomic structure

The atomic structure perfectly matches the experimental structure for the cofactor
core as it can be seen from Fig. 9.3 and table 9.4. The bond lengths of Mo to the
histidine and homocitrate ligands differ by 4.3% from experiment. This is caused
by the weakness of these bonds and possible forces of the environment acting on
the ligands.

9.2.3 Chemical bonds

While the spin structure and the formal oxidation states of the metal sites are de-
termined by metal-metal bonds, metal-ligand bonds are responsible for the atomic
structure of the cofactor.

The Fe sites are in a distorted tetrahedral environment. This effects the spin
structure: tetrahedral coordinated iron site are known experimentally to exhibit
a high-spin state [160]. All ligands of the terminal Fe site are sulfur atoms, while
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experiment theory
X-ray diffr. EXAFS

2.0 Å 1.6 Å 1.16 Å [37] min max mean
Mo-O 2.02 2.32 2.182 2.142 2.047 2.198 2.12 (−2.8%)
Mo-N 2.13 2.48 2.304 2.142 2.403 2.403 2.40 ( 4.3%)
Mo-S 2.24 2.34 2.345 2.342 2.369 2.410 2.39 ( 1.7%)
Mo-Fe 2.63 2.69 2.696 2.719 2.695 2.780 2.74 ( 1.5%)
Mo-Fe’ 5.06 5.062 5.060 5.093 5.118 5.10 ( 0.8%)
Mo-Fe” 6.89 6.97 7.004 7.123 7.123 7.12 ( 1.7%)
Fe-S3 2.32 2.24 2.237 2.225 2.248 2.267 2.26 ( 0.8%)
Fe-S2 2.46 2.21 2.208 2.225 2.196 2.204 2.20 (−0.4%)
Fe’-S2 2.46 2.23 2.221 2.225 2.200 2.208 2.20 (−0.7%)
Fe’-S1 2.35 2.26 2.269 2.225 2.236 2.305 2.28 ( 0.4%)
Fe”-S1 2.28 2.268 2.225 2.220 2.310 2.28 ( 0.5%)
Fe-Fe 2.52 2.65 2.622 2.612 2.581 2.612 2.60 (−0.8%)
Fe’-Fe’ 2.59 2.68 2.657 2.612 2.622 2.645 2.63 (−1.0%)
Fe-Fe’ 2.55 2.61 2.594 2.612 2.556 2.602 2.59 (−0.3%)

Fe-Fe’ d 3.60 3.73 3.700 3.660 3.661 3.691 3.68 (−0.6%)
Fe-N 2.003 1.966 1.999 1.99 (−0.8%)

Table 9.4 The structure of the resting state of FeMoco compared to experiments. Ex-
ploiting the approximate three-fold rotational symmetry of the cluster, averages of corre-
sponding bond length are given. The labeling of the site refers to Fig. 9.5. Additionally
to the mean value of the theoretical bond length, the minimum and maximum of the
corresponding bond length as well as its deviation from the most accurate X-ray structure
[19] is given. The X-ray structures refer to [11], [23], and [19], respectively.
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one ligand of the prismatic sites is the central nitrogen ligand. The bonds between
metals and non-metals show σ as well as π character. Formally, both σ electrons
are provided by the ligand, as this is a complex-bond. The π electrons partially
occupy the sulfur-d states and are provided my the metal. Therefore the π part
of the bond mainly exists in the minority spin direction of the participating atom.
This kind of bonding is usually referred as σ-donor π-acceptor bonding or back-
donation.

The bonds between the iron sites and the central ligand are rather weak and
show nearly exclusively σ character. The p-states of the central nitrogen site are
separated into a pz state pointing into the rotation axes of FeMoco and two states,
px and py, 0.7 eV higher in energy as pz, as it can be seen in Fig. 9.12 on page 113.

The molybdenum site shows a slightly distorted octahedral environment with
three sulfur, one nitrogen, and two oxygen ligands. The t2g orbitals point to the
neighboring iron sites. As they are energetically low, they are partially occupied
and are responsible for the metal-metal bonds to the iron sites.

9.2.4 Which atom is in the center?

In the whole discussion up to now and in all calculations, nitrogen has been as-
sumed as being the central ligand although the results from crystallographic anal-
ysis left it open to be N, C, or O. While nitrogen can be rationalized as central
ligand because it is present at the conversion process, it cannot be excluded from
experiment that a different species is the central ligand and is not exchanged in
the catalytic process.

The atomic structure suites best for comparing these three candidates for the
central ligand in a calculation. Keeping the sum oxidation state of all the other
atoms fixed, I tried C4−, N3−, and O2− as central ligands. The results are listened
in table 9.5: while the bond length of the cluster with C and N compare well
with experiment, oxygen generally expands the structure, most conspicuous at
the iron-iron distances. Therefore oxygen can be ruled out as candidate for being
the central ligand. No answer can be given concerning carbon or nitrogen.

It can be assumed that the chemistry of the cluster would not significantly be
changed by replacing nitrogen with carbon as they have approximately the same
size and are isoelectronic.
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experiment theory
[19] C N O

Mo-O 2.182 2.15 (−1.7%) 2.12 (−2.8%)
Mo-N 2.304 2.37 ( 2.8%) 2.40 ( 4.3%)
Mo-S 2.345 2.38 ( 1.4%) 2.39 ( 1.7%) 2.40 ( 2.3%)
Mo-Fe 2.696 2.72 ( 0.9%) 2.74 ( 1.5%) 2.74 ( 1.6%)
Mo-Fe’ 5.062 5.09 ( 0.6%) 5.10 ( 0.8%) 5.21 ( 2.9%)
Mo-Fe” 7.004 7.11 ( 1.5%) 7.12 ( 1.7%) 7.05 ( 0.7%)
Fe-S3 2.237 2.24 ( 0.1%) 2.26 ( 0.8%) 2.24 ( 0.2%)
Fe-S2 2.208 2.19 (−0.7%) 2.20 (−0.4%) 2.21 ( 0.0%)
Fe’-S2 2.221 2.21 (−0.7%) 2.20 (−0.7%) 2.20 (−1.1%)
Fe’-S1 2.269 2.28 ( 0.6%) 2.28 ( 0.4%) 2.28 ( 0.6%)
Fe”-S1 2.268 2.28 ( 0.6%) 2.28 ( 0.5%) 2.25 (−1.0%)
Fe-Fe 2.622 2.58 (−1.5%) 2.60 (−0.8%) 2.71 ( 3.3%)
Fe’-Fe’ 2.657 2.64 (−0.5%) 2.63 (−1.0%) 2.84 ( 6.9%)
Fe-Fe’ 2.594 2.58 (−0.5%) 2.59 (−0.3%) 2.69 ( 3.9%)
Fe-Fe’ d 3.700 3.67 (−0.7%) 3.68 (−0.6%) 3.86 ( 4.4%)
Fe-X1 2.003 1.99 (−0.9%) 1.99 (−0.8%) 2.09 ( 4.5%)
1X=C, N, O

Table 9.5 Bond length with C, N, or O as central ligand compared to the X-ray structure
from the 1M1N data base.
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9.2.5 Hyperfine parameters

Mössbauer isomer shifts δ and electric field gradients ∆EQ have been calculated
for the iron sites.

The electric field gradient (EFG) can be calculated from the electron density
[161]. It is a traceless tensor Vij . After diagonalization the three eigenvalues are
sorted as |Vzz| ≥ |Vyy| ≥ |Vxx|. Hence, Vzz is the eigenvalue of the EFG tensor
with the largest absolute value. The asymmetry parameter η is defined by the
remaining two eigenvalues Vxx, Vyy:

η =
|Vyy| − |Vxx|

|Vzz| (9.5)

The electric field gradient interacts with the quadrupole moment of the iron
atoms. This interaction can be measured by Mössbauer spectroscopy as quadrupole
splitting (∆EQ) which is proportional to Vzz [161]. For conversion, I used a
quadrupole moment of 57Fe of Q = 0.16 b1 [162]. As the electric field gradient
depends stronger on the accuracy of the calculation than the total energy, it has
been converged by increasing the cutoff for the plane waves to 40 Ry and for the
density to 160 Ry.

Note that in case of high asymmetry (η) the sign of the quadrupole splitting
∆EQ is not well-defined any more. For η = 1 the smallest eigenvalue of the
EFG tensor has the same absolute value as the largest eigenvalue, because the
eigenvalues sum up to zero. In this case small changes in the electric field gradient
may change the sign of ∆EQ.

theory δ ∆EQ η
Fe1 0.46 0.90 0.75
Fe2 0.34 0.67 0.92
Fe3 0.37 1.48 0.95
Fe4 0.35 0.66 0.88
Fe5 0.36 −0.95 0.57
Fe6 0.35 −0.89 0.45
Fe7 0.30 −1.36 0.78

exp δ ∆EQ η
A1 0.39 −0.69 1
A2 0.48 −0.94 1
A3 0.39 −0.56 1
A4 0.41 0.68 1
B1 0.33 −0.66 0.9
B1 0.33 −0.66 0.9
B2 0.50 −0.65 1

Table 9.6 Mössbauer isomer shifts δ and electric field gradients ∆EQ of the iron sites.
Theoretical results are compared to experiment [30]. δ and ∆EQ are given in mm/s.

In table 9.6 the results of the calculations are compared to experiment. A a site-
per-site assignment of the hyperfine data is not possible because of the similarity
of the iron sites between each other.

11 b=10−28 m2



118 9 The resting state

Five sites show the limiting case of η = 1 in experiment. The calculations
also show a high asymmetry, the mean value is 0.76, but still smaller than the
experimental mean value of 0.97. This is an acceptable agreement.

I compare the absolute values of the quadrupole splitting ∆EQ because of the
above-mentioned uncertainties of its sign for high asymmetry. The calculated
quadrupole splitting is with an average of 0.99 mm/s a little larger than the ex-
perimental mean value of 0.69 mm/s. Also the standard deviation of the theo-
retical results is with 0.32 mm/s larger than the experimental standard deviation
of 0.12 mm/s. This is a good agreement as errors in the range of 50% are not
uncommon in EFG calculations.

The isomer shift δ is a linear function of the electron density at the nucleus.
As no accurate ab-initio conversion function is available, I have calculated δ by
calibrating it to simple iron-sulfur clusters with known charges and known isomer
shifts. The theoretical mean value is with 0.36 close to the experimental one
with 0.40. In both cases, there is one site (Fe1, B2) with remarkably higher
isomer shift than the average. In the calculation, this site is the terminal iron
atom. Its chemical environment is different from that of the other Fe-sites which
is represented in the isomer shift.
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When a philosopher says something that is true then it is trivial.
When he says something that is not trivial then it is false.

Carl Friedrich Gauss

Now that the charge state of the resting state has been determined, the first
steps in the catalytic cycle of biological nitrogen fixation, protonations of the
cofactor, are to be investigated. In this chapter it will be shown that protons
are usually only added to the sulfur sites bridging two iron sites. I will show
that the resting state is not protonated and will rationalize the experimentally
observed contraction upon reduction of the cofactor. The experimentally observed
H2 production, on the one hand in the absence of substrate and on the other hand
as a side reaction of N2 fixation, will be explained mechanistically.

10.1 Protonation sites

The FeMoco cluster may, in principle, be protonated at any electronegative atom.
I investigated these possibilities as well as protonations at metal atoms. In the
latter case one would formally speak of hydride (H−) formation. Protonation at
the Mo site is no stable minimum.

In the following, individual protonation sites will be discussed in the order of
decreasing stability. In these calculations, one proton and one electron have been
added to the resting state. The reduction will be rationalized in section 10.2.3.
Protonation energies are given in table 10.1, the corresponding structures are
shown in Fig. 10.1 on the following page.

S2: Protonation of the sulfur sites bridging two iron atoms (labeled S5A, S2B,
and S3A in the 1M1N data base [19]) is energetically most favorable. The
sulfur site is not coordinated trigonally-planar but the S–H bond is nearly
perpendicular to the Fe–S bonds. This lowest-energy structure is collinear
with S = 2.

O7: Protonation of the alcoholate O of homocitrate leads to a significantly en-
largement of its bond to Mo. However, the bond is not broken: the bond
length increases from 2.06 Å to 2.60 Å.

119
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Fe: Addition of a proton to one of the prismatic Fe sites formally results in an
oxidation of this site and hydride formation. It pulls the iron atom somewhat
out of the cage. However, the Nx-Fe bond is not completely broken. The
iron site stays trigonal-bipyramidally coordinated. Hydride formation can
easily lead to H2 production as it will be shown below.

S3: Protonation of a sulfur site bridging three iron atoms weakens the S-Fe bond.
The proton is positioned somehow between S and Fe. As the energy de-
creases, it can be assumed that the proton is transferred to an iron site
where it forms a hydride.

O5: Protonation of the carboxyl O bound to Mo leads to breaking of the Mo-O
bond. The homocitrate becomes monodentate1.

O6: Protonation of the carboxyl O of homocitrate not coordinated to Mo increases
the Mo-O5 distance from 2.23 Å to 2.49 Å. However, the energy surface of
this bond is very flat, stronger enlargement of the bond or even its cleavage
cannot be ruled out. The spin ordering is non-collinear. Consequences of
protonation of homocitrate oxygen atoms on a possible hydrogen bond from
homocitrate to Hisα442 will be discussed in section 10.1.1.

Figure 10.1 Different protonation sites of FeMoco. From left to right: the lowest energy
structure S2, O7, Fe, S3, O5, and O6.

10.1.1 Protonation and monodentate homocitrate

Protonation of the carboxyl O of homocitrate which is not connected to the molyb-
denum (O6) has been widely discussed in the literature [99, 67, 69]. Even though
it can be seen from table 10.1 that this protonation has the highest energy of all
sites near the cofactor, I will discuss it and compare the results to mechanisms
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site E (kJ/mol) S (~)
S2 0 2
O7 11 0.90
Fe 19 0.19
S3 47 2
O5 65 0.26
O6 102 0.18

Table 10.1 First protonation energies at the cofactor after one reduction step at different
protonation sites.

homocitrate
O4

O3

Nε

Figure 10.2 Possible hydrogen bond between homocitrate and histidine.

proposed in the literature.
Grönberg et al. [99] described the possibility of forming a hydrogen bond be-

tween Nε of Hisα442 and O4 of the longer carboxyl arm of homocitrate as shown
in Fig. 10.2. As a consequence it is expected that homocitrate looses one bond to
Mo and becomes monodentate. The freed coordination site at Mo is a prerequisite
for N2 coordination to Mo.

I investigated this system with collinear calculations keeping the spin state fixed:
spin transitions are not expected to occur during hydrogen bond formations. For
this study I expanded my model to include the whole homocitrate. To define the
starting geometry for these calculations, I used the 1M1N PDB data base entry
[19]. The geometry has been fully relaxed except for those atoms, at which the
amino acids have been truncated (Sγ of Cysα275 and Cγ of Hisα442). The latter
have been frozen in space.

The X-ray data only specify the positions of the heavy atoms. Based on the
elongated C–O distances in the X-ray data, I assumed that the homocitrate is
protonated at O3 of the longer carboxyl arm and at O1 of shorter carboxyl arm
as discussed in section 7.3.

According to my calculations, the transition from bidentate to monodentate

1Monodentate means that homocitrate offers only a single coordination site to Mo. In contrast
to that, it offers two coordination sites in the bidentate mode.
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homocitrate requires both protonation of O6 and a hydrogen bond between O4
and Nε of histidine. This hydrogen bond pulls homocitrate into the monodentate
coordination. With an intact hydrogen bond, the transition from bidentate to
monodentate homocitrate is approximately iso-energetic. However, while I can
stabilize the hydrogen bond by placing the proton at O4, the smaller acidity of
histidine suggests that the proton resides at Nε of histidine. In that case, however,
the hydrogen bond breaks, so that homocitrate remains bidentate.

As a side remark, this finding depends on the presence of the central ligand. In
its absence, homocitrate is already stable in its monodentate coordination, when
only O6 is protonated.

10.1.2 Protonation and H2 production

FeMoco may produce H2 after at least two reduction and protonation steps with
respect to the resting state. This reaction is exothermic by at least 84 kJ/mol. This
is the case when both protons are bound to S2 sites. In case of other protonation
sites, it is even stronger exothermic. This H2 production competes with N2 fixation
as it takes two reduction equivalents from the cofactor per H2 evolved and leaves it
back in the resting state. However, a cofactor in a highly reduced and protonated
state is required for effective N2 binding as it will be discussed in section 11.1.5.

On the one hand, the weak binding of protons to FeMoco must be regarded as
an important ingredient to the ability of the cofactor to reduce N2. If protons
were strongly bound, they would not be transferred from the proton path to N2

but to the cofactor itself.
On the other hand, the destability of the protonated cofactor with respect to

H2 production seems to be inconsistent with experiment. The Thorneley-Lowe
scheme, obtained from measurements of the reaction kinetics, states that at least
two protons have to be bound to the cofactor prior to N2 binding.

Here, stearic effects play an important role. In the case mentioned above, with
two protons at different S2 sites, the distance between the protons is at least
5.4 Å. This is too much for a direct interaction between them. A proton shuttle
mechanism is also unlikely to occur, as one proton with positive partial charge
would have to be transferred to another one with positive partial charge. Water
molecules would be required for the proton shuttle mechanism. However, there are
no water molecules in the protein structure between the two S2 sites accessible by
proton channels, S5A and S2B, see section 7.1.3. Therefore, H2 production from
two protonated S2 sites is kinetically suppressed. It can also be expected that the
system with all three S2 sites protonated will be kinetically stabilized even though
it is thermodynamically unstable. However, this situation is unlikely as there are
proton channels to only two sites.

In contrast to that, hydride formation in an aqueous system usually leads to
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H2 production. Whenever two protons are delivered by the same channel, the
first one binds to the respective S2 site, but the second one forms a hydride at the
nearest Fe site. Double protonation of one S2 bridge is not stable. The proton and
the neighboring hydride may easily form H2, a reaction exothermic by 89 kJ/mol
with a barrier of 35 kJ/mol.

Fe

Fe Fe

Fe
N

resting state

SN H

SNS HH

S
Fe

N

H

H

H2

N2

MH2

MHM

Figure 10.3 Mechanism for the first two reduction and protonation steps of FeMoco.
The cofactor is drawn schematically by including the central ligand, iron sites, and the
sulfur bridges between them. Starting from the resting state M, the first proton is added
to an S2 sulfur bridge (MH). If the second one is delivered by the same channel as the
first one, hydride is formed and H2 evolves. Otherwise it remains stable and the cofactor
is ready for N2 binding.

This reaction, double proton delivery by one channel, is avoided by the enzyme.
S5A, one of the two S2 sites accessible by proton channels, has two positively
charged histidine residues in the direct vicinity. These reduce the basicity of the
site, as pointed out by Durrant [68]. Therefore S2B, the other S2 site, next to
the channel which can only transfer one proton, is protonated first. After that,
atom S5A will be protonated. If no suitable substrate is available at that stage,
the next proton forms a hydride and produces H2.

This mechanism explains two experimental observations:

1. Ordinary hydrogen evolution competing with N2 reduction as discussed in
section 3.2.1 on page 20. The mechanism is consistent with non-stoichio-
metric production of H2.

2. H2 is produced whenever no other substrate is avaliable.

10.2 The chemical potential of protons

Now that the protonation sites are known to be the sulfur atoms bridging two
iron sites, in the following I will discuss the sequence of reduction and protonation
steps. In this discussion I will not consider protonation at the homocitrate ligand.
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Figure 10.4 Protonation energies for different charge states of the cofactor.

While in principle the protonations of FeMoco are independent of the reduction
state, the protonation energy changes with the charge state as shown in Fig. 10.4.
In this figure, E0 represents the resting state, E1, E2, . . . are states reduced by
the respective number of electrons. It can clearly be seen that the protonation
energies increase by approximately 250 kJ/mol per proton added to the cofactor
and decrease by the same amount for each electron added.

The results shown in Fig. 10.4 have been obtained from collinear calculations
as the spin state is not expected to significantly change on protonation. For
each reduction state (each Ex) the spin state has been optimized and kept for
the different protonation states, as they have the same number of electrons. Note
that here, different charge states of the isolated molecule are compared. In the real
system, the protein, energies given in the figure will be affected by electrostatic
screening by the environment. This means that the energy differences may be
scaled down by a factor of about 3–5, the assumed dielectric constant of a protein.
Each row of dots in the figure represents one total charge state, thus the qualitative
result of the figure remains unchanged.

Protonation transfer occurs much faster than electron transfer, which limits
the rate of the complete reaction. Thus, for each reduction state, an equilibrium
concerning the number of protonations will be reached. The number of transferred
protons depends on the chemical potential of protons µp. Only, if µp is larger than
the protonation energy, the proton will be transferred.

The chemical potential of protons does not vary in space nor in time as it
is defined as an equilibrium quantity. If the proton supply through the path is
slower than the consumption by the cofactor, there is no equilibrium and thus no
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well-defined µp.
It can be seen from Fig. 10.4 that any value for µp results in a ping-pong

mechanism for proton and electron addition to the cluster. Each reduction step
induces a single proton transfer to the cofactor.

In the following, I will estimate µp by relating theoretical and experimental
results.

10.2.1 Protonation state of the resting state

E0H0 E0H1 X-ray [19]
d(S–Fe7) 2.196 2.296 2.207
d(S–Fe3) 2.208 2.273 2.214
^(Fe–S–Fe) 70.95 66.91 71.59
^(Fe3–Fe7) 2.556 2.518 2.586

Table 10.2 Comparison between the unprotonated resting state, the protonated resting
state, and the X-ray structure. Distances are given in Å and angles in degrees.

The question, whether the resting state is protonated, can be addressed by
comparing the calculated atomic geometries with experiment as given in table 10.2.
The whole cluster contracts by about 0.5 % upon protonation of one sulfur bridge
under preservation of the charge state. This contraction is mainly driven by a
decrease of the Fe–S–Fe angle of the protonated sulfur bridge. It also results in
smaller Fe–Fe distances. As the agreement of the unprotonated cluster structure
with X-ray [19] and EXAFS [37, 34] experiments is deteriorated by protonation, I
conclude that the resting state is unprotonated. This fact provides, when combined
with the results depicted in Fig. 10.4, an upper bound for the proton chemical
potential in the cavity at the protonation energy of the resting state, around
−1750 kJ/mol.

10.2.2 Protonation state of the first reduced state

The protonation state of the first reduced state can also be determinated by com-
parison of the structural changes to experiment. EXAFS measurements indicate
that the cluster contracts upon reduction by one electron in Azotobacter vinelandii
(Av) [34], while no significant changes have been found for Klebsiella pneumoniae
(Kp) [33].

While electron transfer alone does not change the structure of the cofactor ap-
preciably in my calculations, protonation decreases the angle of the sulfur bridges,
which in turn contract the cluster. Metal-metal distances, as measurable by EX-
AFS, are given in table 10.3 for the resting state and for the reduced states E1H0
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resting state reduced state
EXAFS E0H0 E1H0 E1H1 EXAFS

H(S2) H(O7)
d(Fe–Fe) 2.63 2.633 2.636 2.609 2.628 2.60
d(Fe–Fe) 3.74 3.677 3.679 3.643 3.662 3.72
d(Mo–Fe) 2.71 2.736 2.742 2.713 2.710 2.65

Table 10.3 Change of bond length upon reduction, measured by EXAFS [34] in Azoto-
bacter vinelandii and compared to my DFT calculations. All length are given in Å. It can
be seen that protonation of the reduced cluster is required to explain the experimentally
observed contraction.
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Figure 10.5 Distribution of the Fe–Fe bond length of the resting state (full line) and the
protonated reduced state (E1H1, dashed line, shifted upwards). Each occurring length is
broadened in order to simulate a measurement of the “length distribution” in EXAFS.
Mean values are given as vertical lines. The differences of the mean values represent the
contraction of the cage upon reduction.

and E1H1. Although the changes are small, it can clearly be seen that the cluster
contracts upon protonation on S2 as well as O7, the alcoholate of the homocitrate
ligand. The contraction may be explained by the fact the the proton withdraws
negative charge from the cluster. This partial oxidation contracts the cluster. The
structural changes only weakly depend on the protonation site. The reduction of
the mean bond length upon protonation is also depicted in Fig. 10.5 where each
occurring distance has been broadened to mimic a measured intensity. It can be
seen that the EXAFS measurements in Azotobacter vinelandii clearly indicate a
protonation after the first reduction step.2

2The fact that this really was the first reduction step has been verified by EPR measurements
carried out simultaneously with the EXAFS measurements [34].
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The fact that no significant structural changes can be measured in Klebsiella
pneumoniae [33] indicates that no protonation takes place in this species. Proton
transfer, as apparent by the contraction, depends on subtle changes of the protein
between different bacteria’s nitrogenases. As both have the same functionality, the
question if the first state is already protonated must be quite on the border for the
two species, slightly on the protonated side for Azotobacter vinelandii and slightly
on the non-protonated side for Klebsiella pneumoniae. This allows to identify the
proton chemical potential approximately with the first protonation energy of the
cofactor reduced by one electron.

Comparison of the protein environments of these two species, see Fig. 10.6, does
not provide a clear hint for rationalizing the difference in protonation behavior.
There are some minor difference in the distances of the bridging S atoms to protein
residues. Differences bigger than 0.05 Å in distance are: (1) S2B to C of Glnα191
(which cannot be a proton source) is 4.637 Å in Av and 4.576 Å in Kp; (2) S5A
to N of Argα96 (which is positively charged) is 3.276 Å in Av and 3.224 Å in Kp,
and (3) S5A to a water molecule is 3.440 Å in Av and 3.377 Å in Kp.

The most relevant changes occur near the S5A and N of Argα96 as well as the
water molecule are closer to S5A in Kp. Close distance to an arginine nitrogen
can reduce the hydrogen affinity due to the positive charge of arginine while close
distance to water is assumed to be important for protonation. From the first
coordination shell of the cluster, no conclusive answer can be given, how the
different behavior of the proteins can be explained.

Figure 10.6 Stereoview of an overlay of FeMoco and its environment in the resting state
of K. pneumoniae (black [23]) and A. vinelandii (red [19]).
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10.2.3 Determination of the chemical potential of protons

The protonation state of the resting state provides an upper bound for the proton
chemical potential µp. The fact that the first reduced state E1 is protonated in
one species’ enzyme and non-protonated in another’s indicates that µp is approx-
imately the first protonation energy of E1. It can be expected that µp only differs
slightly between the two proteins as they exhibit similar reaction rates.

Thus, following Fig. 10.4 on page 124 the protonation state can be determined
for each charge state to within one proton:

E0H0 →
(

E1H0
E1H1

)
→

(
E2H1
E2H2

)
→

(
E3H2
E3H3

)

The notation ExHy describes a cofactor with x electrons and y protons added to
the resting state. Each arrow denotes one electron transfer.

10.3 The chemical potential of hydrogen atoms

From the last section it follows that each reduction step induces one protona-
tion step in the cofactor without N2 bound. Here I describe the procedure how
the different numbers of electrons and protons enter the energetics of nitrogen
conversion.

10.3.1 Evaluation of protonation energies

Nitrogen is converted to ammonia by adding electrons and protons to its complex
with the cofactor. If I denote the cofactor before some protonation step with A, I
need to consider two reaction steps: the reduction and the protonation:

A+ e− → A−

A− +H+ → AH

The electrons and protons are transferred from a reservoir, namely the protein
surrounding, to FeMoco. In order to discuss the energetics it is necessary to
understand the chemical potentials of the reservoir for protons and electrons. The
chemical potential for a particle type is the energy required to remove one particle
from the reservoir. It is also the driving force to add this particle to the FeMoco.
Only, if the chemical potential of the reservoir is larger than the energy required
to add the particle to the cofactor, the particle will be transferred.

The electrons are supplied by the Fe-protein under MgATP hydrolysis as ex-
plained in section 3.1 on page 17. Association of the Fe-protein and the MoFe-
protein induces electron transfer from the Fe-protein onto the P-cluster of the
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MoFe-protein. From there, the electron is transferred to FeMoco. The energy
of the electron just before the electron transfer is the ionization potential of the
charged P-cluster. The relevant chemical potential µe for the electron is there-
fore the ionization potential of the charged P-cluster embedded in the protein.
Immediately following the transfer to the FeMoco, some energy is dissipated as
the FeMoco adjusts its structure to the new charge state. The energy dissipated
following the electron transfer is denoted as W . Thus the energy of the reduced
cofactor is E[A−] = E[A] + µe −W .

The protons are transferred from the proton-transfer channel to the cofactor.
Using the proton chemical potential of the channel (µp), the energy of the proto-
nated cofactor is then E[AH] = E[A−] + µp = E[A] + µe −W + µp.

For the reduction and protonation steps leading from the resting state to the
docking state of N2, I found that electrons and protons are added one-by-one in
a ping-pong like manner, see section 10.2.3. In the following, I assume the same
behavior also for the remaining steps of the catalytic conversion.

As it is not possible to directly derive µe from the calculations, I define a single
chemical potential for hydrogen atoms µH = µe−W +µp which can be estimated.

Note, that the relaxation energy W may vary from step to step in the catalytic
cycle. Nevertheless, I treat µH as constant, which is justified by the small mag-
nitude of the relaxation energy verified for one of the systems. Thus the reaction
energy of a reaction A+ e− +H+ → AH is ∆rE = E[AH]− E[A]− µH .

Currently, a quantitative determination of µH from theory alone is not possible.
Nevertheless I can obtain an estimate from experiment using the FeMoco as test
probe. It is known from experiment that on the one hand protons are transferred
to the resting state M under turnover conditions. Therefore, µH is sufficiently
high to drive protonation, that is µH > E[MH] − E[M ]. On the other hand,
no protonation occurs under the same conditions, but in the absence of MgATP.
Thus the chemical potential in the absence of MgATP, denoted by µ′H , must be
sufficiently low not to drive protonation, that is µ′H < E[MH] − E[M ]. As two
MgATP are hydrolyzed in each electron transfer, the difference between the chem-
ical potentials with and without MgATP is smaller than twice the hydrolyzation
energy of MgATP [91], that is µH − µ′H < 64.4 kJ/mol. It is smaller, because a
fraction of the energy supplied by MgATP will be dissipated. Therefore, I assume
the lower bound for µH , that is µH = E[MH]−E[M ] in my calculations. This is
the most conservative assumption possible.

Previous studies [62, 63, 64, 104, 163] used µH = 1
2E(H2) as proton chemical

potential. It is 35.5 kJ/mol lower than my choice. µH = 1
2E(H2) would be the

appropriate choice if the hydrogen atoms would be obtained from gaseous hydro-
gen. While in this choice, the production of gaseous hydrogen 2H+ +2e− → H2 is
energetically neutral, this reaction is exothermic by 71 kJ/mol (= E(H2) − 2µH)
when using my choice of µH .



130 10 Protonation

10.3.2 NH+
4 as model for the proton source
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Figure 10.7 Energy contributions for one reduction-and-protonation stepA+e−+H+ →
AH. The reaction energy ∆rE only depends on the reaction at the cofactor and the
hydrogen chemical potential µH but is independent of the proton donor. ∆TE is the
energy change of transferring a proton from the donor to the cofactor. As this step
preserves the number of particles in the system, ∆TE can directly be calculated as long
as both protonated and de-protonated states are minima. ∆TE is independent of µH .

The energy of reduction and protonation, evaluated as described in the previous
section as ∆rE = E[AH]−E[A]−µH , only depends on the energies of the relaxed
structures A and AH and the chemical potential µH . However, protonation may
induce structural changes between A− and AH, such as forming or breaking bonds.
These and the proton transfer itself result in a barrier for protonation. In order
to estimate this barrier, I modeled the protonation reaction.

Protons are obtained from water in the bacterial cell and transported via a pro-
ton channel to the cofactor. The immediate protonation occurs within a hydrogen
bond from a donor (D) to N2, as in

D–H · · ·N–N–FeMoco → D · · ·H–N–N–FeMoco

or in the short-hand notation:

D–H · · ·A− → D− · · ·H–A

The crucial quantity, deciding if this proton transfer is possible, is the acidity
of this donor. In general, the donor D will be a chain or a pool of water molecules
containing one H3O+. In my calculations, I need to model the donor by isolated
molecules. An isolated H3O+ molecule is a poor model for the proton channel,
because hydrolyzation significantly decreases the acidity of H3O+. Therefore I
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have chosen an isolated NH+
4 ion, which has an acidity in between that of H3O+

and H2O.
As starting configuration for the proton transfer, I placed the NH+

4 ion near
the expected position of protonation with a distance of 2 Å between the proton
of NH+

4 and the atom, which is to be protonated. This distance corresponds to a
typical hydrogen bond. For the proton transfer, all atoms are free to move. If the
proton transfer does not occur spontaneously, the reaction has been investigated
using a bond-length constraint between the donor and the proton.

Figure 10.7 describes the different energy contributions to the protonation ener-
gies. State A refers to the cofactor with bound substrate and AH refers to it after
reduction and protonation. Their energy difference ∆rE = E[AH] − E[A] − µH

is independent of the proton donor.
The proton transfer energy ∆TE = E[AH · · ·NH3] − E[A− · · ·NH+

4 ] requires
two additional calculations. It is independent of µH as the number of particles
is preserved, but depends on the choice of the donor. Thus the energy difference
between A and A− does not only contain the reduction energy but also depends
on both, µH and the choice of the donor.

Note that the choice of the donor does not affect the energetics of the relevant
intermediates of the reaction. It only affects the reduced state immediately before
protonation and the barrier for protonation.

By choosing compounds A, AH, [A−+NH+
4 ], and [AH+NH3] with the same

charge, I limit the errors caused by the lack of electrostatic screening by the
environment.

The question remains, if or where suitable proton donors, which may form
hydrogen bonds to N2, are available in the protein. Such donors can be water
molecules or amino acids occurring in two protonation states at physiological con-
ditions. The only amino acid fulfilling this criterion is histidine. While there is no
histidine located near the proton channel described in section 7.1.3 on page 85,
several water molecules are present in the X-ray structure around the sulfur site
bridging Fe3 and Fe7. As it will be shown in section 11.1.4 on page 143 these iron
sites are best-suited for the catalytic reaction to take place. I conclude that the
relevant proton donor is indeed H3O+.

10.4 Consequences of the protonation studies on the
reaction mechanism

☞ The resting state is not protonated.

☞ Each reduction step induces a single protonation.

☞ Two protonations of the cofactor from the same proton path result in H2

formation.
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11 Nitrogen reduction

Galileo was no idiot. Only an idiot could believe that science requires martyrdom –
that may be necessary in religion, but in time a scientific result will establish itself.

David Hilbert

The nitrogen reduction mechanism, the main aim of this thesis, will be described
in this chapter. Nitrogen binding induces openings of the cluster. Two binding
modes play an important role in the conversion mechanism. Protons are added
to lone-pairs at the nitrogen atoms which play the role of Brønsted bases, proton
acceptors.

The notation for the structures follows the one chosen in paper 2. The resting
state is denoted as M, which is reduced and protonated leading to MH and MH2.
The complexes following adsorption of dinitrogen are given letters in alphabetic
order according to the number of proton transfers and numerals for their energetic
order. A numeral 0 denotes the ground state for the selected composition. In case
of the dinitrogen binding modes,

In this thesis, a larger number of modes are discussed than those mentioned in
paper 2, therefore the labeling in section 11.1.1 differs from energetic order.

A summary of the nitrogen conversion mechanism will be given in chapter 13 on
page 179.

11.1 Nitrogen binding

The first question to answer and a major key for unraveling the reaction mechanism
is finding the site at which dinitrogen binds to the cofactor. In contrast to the
protonation modes of the cluster, it cannot be addressed by investigating channels
for N2 through the protein to the cluster. On the one hand, dinitrogen is very inert,
uncharged, and apolar and thus shows hardly any interaction with the protein.
Therefore it is very difficult to investigate a path of N2 through the protein to
FeMoco. On the other hand, these weak interactions with the environment would
allow N2 to move around the cofactor and reach its optimal binding site. Therefore,
all possible N2 binding sites have to be investigated and the lowest-energy structure
represents the real binding site.
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The binding energy of dinitrogen depends on the reduction and protonation
state of the cluster. Binding to the cluster in its E1H1 state is endothermic, but
becomes exothermic with increasing number of electrons and protons donated to
the cofactor.

11.1.1 Nitrogen binding modes

Several binding modes have been proposed in the literature for N2 binding to the
vacant cluster. Some of them are still possible with the central ligand included
into the structural model, others are destabilized by the central ligand. However,
there are also binding modes which only exist because of the central ligand. I will
show that the only relevant binding modes, axial binding to one iron site (A0)
and bridged binding between two iron sites (A1) are only possible in presence of
the central ligand.

I investigated the binding energy and stability of the following N2 binding
modes. The stable modes are depicted in Fig. 11.1 on page 137 and their rel-
ative energies are compared in table 11.1 on page 138. The spin orderings used
below have been explained in Fig. 9.6 on page 108.

Axial (head-on) coordinations

1. Axial coordination to one Fe site next to Mo with opening of the
SH-bridge (A0): This is the lowest-energy structure. Binding of N2 to
one Fe site next to Mo induces and opening of the neighboring SH-group. It
leaves all iron sites in a tetrahedral coordination and high-spin mode. The
total spin of the system is S = 5/2 with spin ordering BS7. The barrier for
N2 binding is 27 kJ/mol and the binding energy is −30 kJ/mol, thus binding
is exothermic.

2. Axial coordination to one Fe site next to Fe1 with opening of the
SH-bridge: The structure is similar to (1.), the mode with binding next to
Mo. Binding is less stable, −16 kJ/mol. The total spin is S = 1/2 with a
spin ordering BS7.

3. Axial coordination to one Fe next to Fe1 without opening of an
SH-bridge: Axial connection of N2 to one iron site is also possible without
opening of the corresponding sulfur bridge. This pulls the iron site, to which
N2 is coordinated, out of the cage and breaks its bond to the central ligand.
Its tetrahedral environment is preserved. This structure is the starting point
of the mechanism discussed by Hinnemann [104]. However, its energy is
higher than (2.), exhibiting a broken sulfur bridge. The binding energy
is −13 kJ/mol. Spin state: S = 5/2, BS6. The binding energy varies if
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the participating iron atom is not fully pulled out of the cage: if the atom
stays trigonal-bipyramidally coordinated, the binding energy is +8 kJ/mol,
S = 3/2, BS6.

4. Axial coordination to one Fe next to Mo without opening of an
SH-bridge: This is equivalent to the structure (3.) discussed above, but N2

is bound to an iron site next to Mo. This site is not fully pulled out of the
cage. The binding energy is +26 kJ/mol. The spin structure is non-collinear,
S = 1.07.

Bridged coordinations

5. N2 coordination bridging between two Fe sites, the former SH-
bridge is connected to Fe next to Fe1 (A1): In this mode, which is part
of the main reaction mechanism, N2 replaces the former SH-bridge between
two Fe sites. The mode can be reached from mode (1.) after overcoming a
barrier of 66 kJ/mol. The former SH-bridge is now connected to an Fe site
next to Fe1. The bond of that site to the central ligand is broken. Thus the
approximate tetrahedral environment of all iron atoms is preserved as it can
be seen from Fig. 11.1. The binding energy is −24 kJ/mol; the spin state is:
S = 5/2, BS6. The structure stayed stable at a molecular dynamics run of
1 ps at 300 K.

6. N2 coordination bridging between two iron sites, the former SH-
bridge connected to Fe next to Mo: This structure is equivalent to the
one discussed above, but the SH-group is connected to an Fe site next to
Mo. It can be reached via mode (2.). The binding energy is 0 kJ/mol. The
spin structure is collinear, S = 1/2, BS6.

Head-on equatorial coordinations

7. Equatorial coordination to one Fe site next to Mo: In this structure,
N2 is bound equatorial to one Fe site. This site is coordinated approximately
octahedral with one ligand missing. I found the corresponding mode to be
the most stable N2 binding mode to the vacant cofactor, which is heavily
distorted in that case. However, with central ligand, binding is endothermic
due to the additional rigidity of the cage, +34 kJ/mol. All iron sites are
high-spin, however, the spin of the Fe site connected to N2 is smaller than
the spin of the other Fe sites. S = 3/2, BS6.

8. Equatorial coordination to one Fe site next to Fe1: The structure is
equivalent to (7.), the binding energy is +44 kJ/mol. The spin structure is
nearly collinear, S = 1.24, similar to BS6.
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Other coordinations

9. Coordination to Mo (A2): Coordination of N2 to the molybdenum site
has been widely discussed in the literature [108, 99, 66, 67, 68, 69, 70, 164].
It requires a monodentate homocitrate ligand, one oxygen atom of homoci-
trate has to dissociate from Mo. Binding is endothermic, +30 kJ/mol. The
spin structure is S = 5/2, BS6. Protonation of the carboxyl group of homoc-
itrate, not connected to Mo any more makes the binding even slightly more
unstable: +33 kJ/mol. The proton is taken from one of the sulfur bridges
in order to keep the participating number of atoms fixed.

10. Both nitrogen atoms bridging between two Fe sites (A3): In this
structure, both nitrogen atoms are connected to both iron sites. The iron d-
orbitals stabilize the π∗-orbital of the N–N bond. The structure is metastable
with a binding energy of +57 kJ/mol, S = 5/2, BS6.

11. N2 bridging between Fe and Mo: In this structure all sulfur bridges
remain, but N2 coordinates to both Mo and one of its neighboring iron
atoms. A structure similar to that one has been proposed by Durrant [69]
after one protonation of N2. The structure is a metastable minimum but
with rather high energy: +114 kJ/mol, S = 5/2, BS7.

12. η2-binding to one Fe site: A structure with both nitrogen atoms con-
nected side-on to the same Fe site has been proposed by Dance [24]. It is no
minimum in my calculations, neither starting from the experimental X-ray
structure nor from axial coordination to Fe and tilting of bound N2. N2

drifts away.

13. Coordination with only one N atom bridging two Fe sites: Corre-
sponding structures with one nitrogen atom bridging both iron sites exist
in higher reduced parts of the reaction mechanism as it will be described
in the following sections. The other nitrogen atom points out of the cage
and is not connected to any iron site. While this structure is stable after
one protonation of N2, it transforms into the axial coordination mode (1.)
without proton addition.

Other binding modes, such as N2 above one face spanned by four iron atoms
and connected to all four of them, or the slightly asymmetric version with one
nitrogen atom in the center of the face, are not stable after inclusion of the central
ligand.

Nitrogen bridging between two iron sites has already been proposed by Sell-
mann et al. [165, 166, 167, 168] in analogy to smaller Fe-complexes. In contrast
to my model, they proposed the participating iron sites to be in an octahedral
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A0
1. −30 kJ/mol

A1
5. −24 kJ/mol 2. −16 kJ/mol 3.a −13 kJ/mol 6. 0 kJ/mol

3.b +8 kJ/mol 4. +26 kJ/mol
A2

9.a +30 kJ/mol 9.b +33 kJ/mol 7. +34 kJ/mol

8. +44 kJ/mol
A3

10. +57 kJ/mol 11. +114 kJ/mol

Figure 11.1 Dinitrogen binding modes and the corresponding binding energy in energetic
order.
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state ∆Ebind (kJ/mol) S spin ordering
1. (A0) −30 5/2 BS7
5. (A1) −24 5/2 BS6
2. −16 1/2 BS7
3.a tetrahedral −13 5/2 BS6
6. 0 1/2 BS6
3.b trig.-bipy. +8 3/2 BS6
4. +26 1.07
9.a COO− (A2) +30 5/2 BS6
9.b COOH +33 0.45
7. +34 3/2 BS6
8. +44 1.24
10. (A3) +57 5/2 BS6
11. +114 5/2 BS7

Table 11.1 Dinitrogen binding modes to the cofactor after two reduction and protonation
steps (E2H2) in energetic order. Binding energy, total spin, and spin ordering of the bound
states are given. The labeling of the states refers to the text.

vacant cage central ligand

Figure 11.2 The model proposed by Sellmann and its destabilization by the central
ligand.
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environment and low-spin. The additional ligands for the iron atoms should be
water molecules and nearby protein residues. The low-spin configuration would
lead to a stronger nitrogen binding.

A model according to that came out to be stable in my calculations without
central ligand. The resulting structure can be seen in Fig. 11.2. However, including
the central nitrogen ligand in the above calculated structure between the four
remaining Fe sites leads to dissociation of the water ligands and the SH group
and to a destabilization of the whole structure. It can be seen in Fig. 11.2 that
the iron atoms formerly being octahedrally coordinated change into tetrahedral
coordination. They also change into the high-spin state.

Dependence of the results on approximations

Unit cell: The above given binding energies of the 15 considered binding modes
have been calculated with different unit cells. However, each binding energy is the
difference in total energy of two calculations with the same unit cell. Therefore
the state without bound N2 has been calculated in different cells according to the
size of the adducts. The binding energies only depend slightly on the size of the
cell with differences of around 7 kJ/mol when different cells are used.

Semicore states: Inclusion of semicore electrons (Fe: 3s, 3p; Mo: 4s, 4p) of
the metal atoms into the valence formalism weakens the bindings a little without
changing the relative order of the binding modes. I calculated the most important
modes, i.e. 1., 5., 4., and 9.a including semicore states for the metal atoms. The
resulting binding energies have been used in the publication of these results in
paper 1 [27] and are compared to the values obtained with usual accuracy in
table 11.2.

state ∆Eval ∆Esemicore

1. −30 −19
5. −24 −14
4. +26 +12
9.a COO− +30 +30

Table 11.2 Binding energy of selected N2 binding modes when metal semicore states
are treated as valence states. All energies are given in kJ/mol.

XC-Functional: The density functional may also have an effect on the binding
energies. Mortensen et al. [169] obtained very accurate values for the binding
of N2 to metal surfaces when using the revised PBE (RPBE) functional [48]. It
generally lowers binding energies and enlarges bonds. Thus it always increases
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the accuracy compared to PBE, which I used, whenever PBE overestimates bond
strength. To enable comparison, I implemented the RPBE functional into the
CP-PAW code and recalculated the most important binding energies with this
functional. The results are given in table 11.3. As it can be expected, the binding
is weaker, but the relative order of the modes is preserved and thus the same
physics results from it.

state ∆EPBE ∆ERPBE

1. −30 −7
5. −24 +3
9.a COO− +30 +43

Table 11.3 Comparison of the functionals PBE and RPBE for N2 binding energies
(kJ/mol).

11.1.2 Axial nitrogen binding (A0)
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Figure 11.3 Energy barrier of opening of the sulfur bridge (S5A) and axial coordination
of N2 to Fe7 of FeMoco. The two reactions occur in a concerted mechanism.

The first step in the mechanism, the interaction of the cofactor with N2, is axial
head-on coordination of N2 to one of the iron sites. This coordination induces an
opening of the cluster and leads to binding mode A0 (1.). The barrier for binding
N2 from the gas-phase in that mode is 27 kJ/mol. Energetics of the adsorption
process are illustrated in Fig. 11.3. N2 coordination and opening of the sulfur
bridge occur in a concerted mechanism.

It is unlikely that the closed axial structure (3. or 4.) is ever reached, when N2

binds to the cluster. Opening of the sulfur bridge has a low barrier of < 10 kJ/mol
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meaning that the closed structure is not stable.
In the open axial binding mode, two rather stable spin states have been found.

The spin orderings and the corresponding atomic structures are compared in
Fig. 11.4. The lower-energy structure exhibits S = 5/2 (BS7) while the other
state shows S = 3/2 (BS6) and is 10 kJ/mol higher in energy with and without
inclusion of semicore states. Both structures differ by a spin-flip of Fe3. The
S = 5/2 ground state has been used in all comparisons to other structures.

Binding to the iron site weakens the N–N triple bond. The bond distance is
increased from 1.105 Å in the vacuum to 1.141 Å in A0.

���� �

��� � � �

� �

��� � � 	

� �


 � �

�� � �


 � �

���

� �

� � � �

� �


 � �

�� � �

���

��

��� � � 	

��� �


 � �


 � �

��

��	

��� ���

� 	


 � �


 � 	

�� � �

� �

�� � � �

� �

��� � 	

��� � �

��� � �

� �

��� � �

�� � �

��� � �

��� � �

H2S4

Hd713

S1

Hd715

S7

C714

Fe2

Fe6

O7

S3

S326

Fe1

S9

C718

O6

NX

Mo1

Fe7

Hd325

H3
Fe3

O5

N2 N1

Fe4

Fe5

S5

S2

N639

Hd637

S8

H495

C638

C641

S6

C640

N642

H494

H493

Figure 11.4 The two spin states of the open axial structure. Left: a comparison of both
structures (red: 5/2, black: 3/2). Middle: spin structure of the S = 5/2 (BS7) state,
Right: spin structure of the higher-energy S = 3/2 (BS6) state. The major change is a
spin-flip of Fe3.

The open axial structure seems to be well suited for a direct protonation of N2

from the neighboring SH group as the H–N distance is only 3.0 Å. However, this
proton transfer is not stable, the proton spontaneously moves back to the sulfur
site.

11.1.3 Bridged nitrogen binding (A1)

The bridged nitrogen binding mode A1 (5.) is slightly less stable than the axial
mode A0. The latter is the first coordination mode. However, after overcoming
a barrier of 66 kJ/mol the system may change from A0 to A1. Details of the
energy surface of this reaction are given in Fig. 11.5. While the total spin is
conserved in this transition, the spin ordering changes from BS7 to BS6, a spin-
flip at Fe3. Therefore, some intermediate state of the transition show non-collinear
spin orderings and the barrier may only be calculated accurately with non-collinear
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spin description. The barrier of 66 kJ/mol can be overcome at room temperature
within the time scale provided by the reaction rate, see section 5.4.

d(Fe3−Nx)
∆E

Distance Fe3-N (Å)
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Figure 11.5 Transition from the axial to the bridged binding mode. The reaction
coordinate is mapped onto the distance from Fe3 to the terminal nitrogen atom of N2.
The bond from Fe3 to the central ligand Nx breaks during this rearrangement. Its bond
length is shown on the right ordinate. Start-structure, transition state and end structure
are also shown.

Figure 11.6 π-backdonation: the picture shows isosurfaces of an occupied orbital which
weakens the N–N triple bond in the A1 binding mode. It is a state of the minority-spin
direction of both participating iron atoms.

One could have expected that the central ligand adds rigidity to the cofactor.
However, the opposite is the case. The ligand is able to offer a varying number of
bonds to its iron neighbors and thus enables binding modes like the bridged one.

In this binding mode, dinitrogen is already activated through the partial occu-
pation of the π∗-orbital. This orbital, shown in Fig. 11.6, is populated by π bonds
between dinitrogen and the iron atoms. The activation is also apparent in the
enlargement of the N–N bond from 1.105 Å to 1.173 Å.
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11.1.4 Embedding of bound nitrogen in the protein

Calculational details

A larger environment of the cofactor including protein residues is required to
decide if there is enough space to accommodate N2 bound to the cofactor. Such
a large model cannot be described by DFT calculations. Therefore I modeled the
protein with the classical force field UFF (universal force field) [170]. It includes
parameters of all atoms in the periodic table and allows efficient simulations of
large systems. The energies obtained by this force field, however, are significantly
less accurate than those obtained from DFT calculations.

To calculate embedding energies, I used the rigid model of the cofactor, obtained
from DFT calculations, and inserted it into the molecular mechanics environment.
The embedding energy is the energy difference between the force field energy of a
structure with adsorbed N2 and the one of the bare cofactor. Bonds connecting
quantum-mechanically described and classically described atoms have been satu-
rated with hydrogen in the quantum (DFT) model. Atomic charges have not been
considered. Axial and bridged binding to all six of the prismatic iron sites have
been investigated.

As bound N2 requires some space in the protein, the embedding energies of
N2 adsorption modes are rather high. However, due to the inaccuracy of the
force field, differences between the embedding energies of different modes are more
significant than absolute energies.

Embedding energies

mode N S kJ/mol
axial 7 3 160
bridged 7 3 60
axial 3 7 160
bridged 3 7 100
axial 6 2 260
bridged 6 2 260
axial 2 6 300
bridged 2 6 220
axial 5 4 220
bridged 5 4 430
axial 4 5 350
bridged 4 5 230

Table 11.4 Embedding energies of different N2 binding
modes. The second column gives the number of the Fe
site to which N2 is bound, the third column gives the Fe
site, the SH group is bound to.

The resulting embedding energies are given in table 11.4. It can be seen that
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embedding can most easily be accommodated at the iron sites 3 and 7 in both the
axial and the bridged binding mode. A transition between the binding modes is
also possible because there is enough space around the SH group bound to Fe3 or
Fe7. Both, N2-binding to Fe3 and to Fe7, are possible.

N2 coordination to the iron sites 6 and 2 has a significantly higher embedding
energy, thus I consider it rather unlikely that coordination to one of them takes
place. If nitrogen initially binds to Fe6 in the axial mode, a transition to the
bridged mode is not possible because of steric hindrance by the Hisα195 residue
as it can be seen in Fig. 11.7.
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Figure 11.7 The environment of the axial mode with N2 bound to Fe7 and to Fe6 after
relaxation of the environment. Some H sites are omitted in the graph. Note, that the
labels of the sulfur atoms are not properly adapted to the 1M1N nomenclature.

Although the embedding energy for N2 binding to Fe4 or Fe5 is not too high in
some modes, I consider it as unlikely because in these cases, a protein backbone
chain has to move, which is expected to require more energy in reality than in the
force-field simulation.

Thus, concerning the embedding, nitrogen binds to Fe3 or Fe7. These sites are
located in the direct vicinity of the only proton path capable of transporting more
than one proton to the cofactor.

11.1.5 Dependence of the binding energy on the oxidation and
protonation state of the cofactor

N2 binding energy depends on the reduction and protonation state of the cluster
as it can be seen from table table 11.5. Generally the binding becomes stronger
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with reduction of the cluster. This can be rationalized by the fact that the π∗

orbital of dinitrogen has to be partially occupied in the bound state, which is
easier if more electrons are available to the cluster. The differences between axial
and bridged binding mode are small, actually they are below the accuracy of the
methodology used.

While reduction strongly stabilizes binding, protonation weakly de-stabilizes
bound N2. It binds at all states considered in table 11.5 except E1H1, where the
binding energy is too high for stable N2 coordination.

axial N2 E1 E2 E3
H1 −9 −37
H2 −30 −40

bridged N2 E1 E2 E3
H1 −4 −34
H2 −24 −42

Table 11.5 Binding energy of N2 (kJ/mol) at different oxidation- and protonation states
of the cluster.

This is the reason why the cofactor of nitrogenase is not able to bind N2 at the
resting state E0H0, it is not even able to bind it at E1H1, the first reduced state.
The experimental fact, expressed in the Thorneley-Lowe scheme (see section 3.2 on
page 18) that nitrogen binds after 3-4 reduction steps of the protein can be ex-
plained by the assumption that one electron transferred to the MoFe protein does
not reach the cofactor but stays at the P-cluster. This assumption is supported
by the experimental EPR observation [82], that one of the first electrons which
are transferred to the MoFe-protein does not reach the FeMo-cofactor. Therefore
the state E3H3 of the Thorneley-Lowe scheme corresponds to the state E2H2 in
my analysis.

11.2 The reaction branches

From the two relevant dinitrogen binding modes, the axial and the bridged binding
mode, the reaction cycle of nitrogen fixation at the cofactor of nitrogenase splits
into different reaction branches which will be discussed in the following. They are
outlined in Fig. 11.8 on the next page.

Starting from the resting state M (=E0H0), dinitrogen binds after the first
two reductions and protonations (MH2=E2H2), as it has been discussed in sec-
tion 11.1. From here, that is, from the axial binding mode A0, the cycle splits into
three potential pathways, which all join after two reductions and protonations at
C0, from which only one possible reaction path emerges. This branch 4 leads back
to MH. Only one further reduction and protonation step is required before the
next dinitrogen binds to form A0.

Therefore I divide the discussion of the reaction cycle into four different parts.
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Figure 11.8 Reaction scheme of the nitrogen conversion cycle.

In the first three parts I discuss the three branches of the catalytic cycle leading
from A0 to C0, namely

� Branch 1: A0 → A1 → B1 → C1 → C0

� Branch 2: A0 → B2 → C2 → C0

� Branch 3: A0 → A1 → B0 → C3 → C1 → C0

Finally I discuss

� Branch 4: C0 → D0 → E2 → E0 → F2 → F3 → F1 → F0/MH,

which leads, via MH and MH2, back to A0. It will become clear in the following
sections that the main reaction proceeds via the branches 1 and 4.

I calculated all intermediates and barriers of different branches of the nitrogen
conversion cycle. The energies of the main branches, 1 and 4, are schematically
shown in Fig. 11.10. The reaction rates Γ can be estimated as described in sec-
tion 5.4. All barriers in the proposed cycle are sufficiently low so that all steps can
proceed within the time scale of protein dissociation and association, that limit
the turnover time.
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Figure 11.9 Overview of structures and reactions of intermediates of the main path,
branches 1 and 4, of the reaction mechanism.

11.2.1 Branch 1: Protonation of bridged dinitrogen (A1)

Here, the most favorable path from A0 to C0 will be discussed. As shown in
section 11.1, the initial axial binding mode A0 of dinitrogen and the bridged
binding mode A1 are nearly degenerate. My calculations yield the bridged mode
marginally higher, that is by 6 kJ/mol, in energy. The transition from the axial
to the bridged binding mode has a barrier of 66 kJ/mol. The rate for overcoming
this barrier exceeds that of the electron transfer, which indicates that both binding
modes A0 and A1 are in equilibrium. The reason for giving a slight preference to
a cycle proceeding via the bridged binding mode will be provided below.

Fig. 11.10 shows a scheme of the energetics of the branches 1 and 4, the main
path of the reaction. The vertical or curved arrows in Fig. 11.10 indicate reduc-
tion by one electron and subsequent protonation. After reduction, the proton is
first added to an ammonia. If, on the one hand, the system with ammonium
is metastable, a vertical arrow is drawn to the energy of the intermediate with
the proton still residing on the donor. If, on the other hand, the proton transfer
from ammonium to the substrate is spontaneous, a curved arrow is drawn to the
resulting intermediate.

The energy required for the reduction and protonation steps, represented by the
length of the vertical arrows, is supplied by the hydrolysis of MgATP. Its value is
reflected in the chosen value of the chemical potential µH . As discussed before, the
value of the chemical potential is not known a-priori. I have chosen here the most
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Figure 11.10 Energy scheme of the total nitrogen conversion cycle. The arrows indicate
protonations. Their lengths depends on the choice of µH . Intermediates connected by
bold lines contain the same number of atoms. The energy difference between these is
independent of µH .

conservative value compatible with experiment. My choice has been motivated in
section 10.3, and the implication of different values for the chemical potential will
be discussed in section 11.3.3.

A1 B1 C1
0 kJ/mol

C0
−20 kJ/mol

Figure 11.11 Intermediates of branch 1: Protonation of bridged dinitrogen. The energy
is given relative to C1.

First protonation: In the bridged mode, dinitrogen offers two proton acceptor
sites, namely one on each nitrogen atom. The protonation energies of these two
acceptor sites are comparable, their difference is only 8 kJ/mol. Protonation leads
to structure B1 or B1’ shown in Fig. 11.11 and in Fig. 11.12. Reduction and
protonation, taken together, are endothermic by 41 kJ/mol, using my choice of
µH .
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In the vacuum reaction from N2 to NH3, the first protonation is the most difficult
step. Using the same choice for µH , it requires an energy of 164 kJ/mol. Also in
nitrogenase the first protonation is the most endothermic step, even though it
requires much less energy than in vacuum, namely only 41 kJ/mol.

The cofactor activates dinitrogen by already forming two bonds to dinitrogen.
These bonds result in a back-donation of electrons to the π∗ orbitals, weakening the
dinitrogen bond. Correspondingly, the dinitrogen bond is expanded from 1.105 Å
in the vacuum to 1.173 Å in the bridged configuration A1.

Interestingly, the protonation from an ammonium, which mimics the proton
donor, proceeds with a negligible barrier of only 4 kJ/mol and is exothermic by
63 kJ/mol. Note, however, that a protonation energy taken individually is not as
reliable as the reaction energy, which is the sum of the reduction and protonation
energies, as the former depends on the choice of ammonium as proton donor.

B0
−37 kJ/mol

B1
0 kJ/mol

B1’
8 kJ/mol

B2
19 kJ/mol

B3
24 kJ/mol

B4
29 kJ/mol

B5
32 kJ/mol

B6
48 kJ/mol

B7
108 kJ/mol

Figure 11.12 Possible structures after the first protonation of N2 bound to FeMoco.
The lowest-energy structure B0 is not accessible because of a large barrier of 79 kJ/mol
for protonating the central ligand as discussed in section 11.2.3. Therefore the energies
are given relative to B1.

Because this protonation state of dinitrogen plays a special role as the ener-
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getically most unfavorable intermediate of the reaction, I have calculated nine
different structures for the complexes with N2H, which are shown in Fig. 11.12.

� The energetically lowest isomer is B0 with the proton not added to dinitrogen
but to the central ligand. As discussed in section 11.2.3 this can be excluded
due to a high barrier of 79 kJ/mol.

� The most stable configuration is the axial binding mode A0. Its protonation
leads into the second branch described in section 11.2.2. While an unam-
biguous selection is not possible because the relevant energies are within my
error bars, we consider the branch via A1 more favorable than the one via
protonation of A0, because the bridged mode becomes slightly more sta-
ble upon reduction by 7 kJ/mol. After protonation the bridged mode B1 is
19 kJ/mol more stable than the axial mode B2.

� Only 4 kJ/mol above the energy of B2, I found the complex B3 bridging two
Fe sites with a single nitrogen atom. This structural principle is found again
later in the reaction cycle as D0 and E2. However, like the axial binding
mode, it lies substantially, that is by 24 kJ/mol, higher in energy than the
bridged mode B1.

� The protonated dinitrogen bound to molybdenum, i.e. B4, lies 29 kJ/mol
above B1. It will be discussed in more detail in section 11.2.5, where I discuss
the potential role of molybdenum.

� Dinitrogen can also bridge the two Fe sites with its axis perpendicular to
the Fe-Fe direction, so that both nitrogen atoms are connected to both Fe
sites. A similar binding mode has recently been found for nitrogen bridging
two zirconium centers [171]. The energy of this structure, B5, lies 32 kJ/mol
above that of B1.

� In the relevant intermediate of the mechanism proposed by Hinnemann and
Nørskov [104], namely B6, dinitrogen binds axially to one Fe site like my
structure B2. In contrast to B2, however, the sulfur bridge is still intact
and the bond between this Fe site and the central ligand is broken. This
structure is 48 kJ/mol above B1 and it is 29 kJ/mol less stable than my axial
binding mode B2.

Second protonation: After one of the protonation sites has been saturated, there
is only one protonation site left. Protonation of B1 is spontaneous from NH+

4 and
leads to structure C1 shown in Fig. 11.11, containing the cis-form of the H–N=N–
H adduct.
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The cis-form is only metastable and converts into the more stable trans-form
(C0). In this trans-form, dinitrogen forms a π-complex with one Fe site, while
another Fe site binds saturates one of its lone pairs. The barrier of 26 kJ/mol for
the conversion into the π complex can readily be overcome. The energy gain of
this conversion is 20 kJ/mol.

I will proceed with the reaction cycle after discussing the competing branches
leading to C0.

11.2.2 Branch 2: Protonation of axial dinitrogen (A0)

Figure 11.13 Energy scheme of branch 2: Protonation of axial dinitrogen (A0). See
Fig. 11.10 for details.

The energetics of the first protonation steps starting from A0 and leading to
C0 are depicted in Fig. 11.13.

A0 B2 C2 C0

Figure 11.14 Intermediates of branch 2: Protonation of axial dinitrogen (A0).
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First protonation: If N2 does not move into the bridging position but is axially
bound (A0) during the first protonation, the proton will be added to the terminal
nitrogen site. This results in structure B2. As seen in Fig. 11.14, the protonation
does not induce major structural changes. The energy of the B2 is 19 kJ/mol
higher than B1, i.e. the bridged mode. I attribute the energy difference between
B1 and B2 to the different occupation of the intra-plane π∗ orbital of N2, which
is larger in B1 due to the presence of the second Fe–N bond.

Second protonation: The second proton attaches to the proximal atom of the
axially bound dinitrogen, i.e. C2, as shown in Fig. 11.14. This second protonation
is spontaneous, using NH+

4 as donor. The second proton is added in a trans-
position to the first. The Fe–N–N bond angle is close to 120°, as expected for sp2

hybridization.
This state, C2, is only metastable, and transforms into structure C0 gaining

35 kJ/mol. The barrier of this transformation is 44 kJ/mol.

Side branch to D0 bypassing C0: Here I discuss a side branch, which may be
employed, if the transformation from C2 to C0 is not completed before the next
proton is added: if the next electron transfer proceeds, while the system still resides
in C2, it can be directly protonated at the terminal nitrogen site resulting in D2.
Intercalation of the proximal nitrogen atom between the two Fe sites leading to
D0 is exothermic by 19 kJ/mol. It requires only a small barrier of < 12 kJ/mol.
In D0 the intercalated nitrogen atom is tetrahedrally coordinated to two Fe sites,
one hydrogen and the NH2 group.

Here I rationalize why this intercalation from D2 to D0 proceeds with a lower
barrier, i.e. < 12 kJ/mol, than the formation of the π-complex C0 from C2, which
has a barrier of 44 kJ/mol: a precondition for the intercalation is the rotation
of dinitrogen about the Fe–N bond. The interaction between the π orbitals of
the double bonded NH=NH in C2 with the Fe-d orbitals lock the rotation. The
additional proton converts the double bond to a single bond, which frees the
rotation and thus reduces the barrier.

11.2.3 Branch 3: Protonation of the central ligand

The third branch from A0 to C0 proceeds via protonation of the central ligand.
I consider this branch unlikely, because it requires to overcome a large barrier of
79 kJ/mol. This barrier corresponds to a rate lower than the electron transfer
rate. Nevertheless it is a viable path, if the electron transfer is slowed down.
Furthermore, I must consider the errors caused by my theoretical description, that
may affect the calculated barriers. The energetics of this branch is summarized in
Fig. 11.15.
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Figure 11.15 Energy scheme of branch 3: Protonation of the central ligand. Protonation
of the central ligand, A1 to B0 has a high barrier of 79 kJ/mol. The following first
protonation of N2, leading to C5 is energetically unfavorable. See Fig. 11.10 for details.

A1 B0 C5 C0

Figure 11.16 Intermediates of branch 3: Protonation of the central ligand.
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First protonation: Nitrogen in the bridged binding mode A1 opens the structure
of the cofactor and leaves a lone-pair at the central ligand. Protonation of the
central ligand results in B0, which is lower in energy by 37 kJ/mol than B1, the
protonated dinitrogen bridge. There is only limited space for a donor to access
the central ligand. The barrier for protonation from NH+

4 is 79 kJ/mol. This
corresponds to a reaction rate of the order of 0.1–1 s−1, substantially lower than
the electron transfer rate.

The relative energies of B1 and B0 may be affected by solvent effects not in-
cluded in my calculations: I expect that the protein stabilizes B1 more than B0.
In B1, the proton at N2 may form hydrogen bonds with the environment, namely
water or an arginine. I estimate this effect to be 10-30 kJ/mol, the typical hydro-
gen bond energy. The proton at the central ligand could not form such a hydrogen
bond. No significant complex bonds between the three-coordinate Fe site and a
water formed in my calculations: For B0 an Fe-O distance of 2.7 Å has been
calculated, which is substantially larger than typical complex bonds to Fe.

I attribute the barrier of 79 kJ/mol to a bond dissociation: upon protonation
of the central ligand, the second of its bonds to iron sites breaks. As a result, one
iron site is left in an unfavorable triangular coordination.

One may ask again, if the solvent effects affect the barrier. I find that the
interaction between an additional H2O molecule and the triangular Fe site in the
initial state A1 and in the transition state is even weaker than in the final state
B0. Thus I conclude that the large barrier is not strongly affected by the solvent.

Second protonation: In state B0, dinitrogen is still unprotonated. The next
proton is transferred to dinitrogen leading to C5, since I found that the central
ligand does not accept further protons. As seen in Fig. 11.15, however, this pro-
ton transfer does not proceed easily: the intermediate C5 is energetically fairly
unfavorable. The proton transfer from ammonium is even endothermic. The rea-
son for this difficulty is that the reduction step preceeding protonation does not
activate the N–N bond, as can be seen both from the N2 bond length and from a
population analysis.

From C5 the proton of the central ligand moves to dinitrogen leading to the in-
termediate C0. The barrier of 20 kJ/mol can readily be overcome and the reaction
is exothermic by 69 kJ/mol.

11.2.4 Branch 4: From C0 to ammonia release

All three branches starting from axially bound dinitrogen join in the common
structure C0. In C0, the H–N=N–H adduct forms a π-complex with one iron site
and a σ-bond to another Fe site as seen in Fig. 11.17.
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C0 D0 E2
0 kJ/mol

E0
−204 kJ/mol

Figure 11.17 First four intermediates of branch 4: from C0 to ammonia release. Pro-
tonation of state D0 leads to a high-energy intermediate state E2. Ammonia is released
after overcoming a small barrier reaching E0. The energy is given relative to E2.

Third protonation: C0 has only a single proton acceptor site on dinitrogen,
namely trans to the Fe–N σ-bond.

Following reduction and protonation, C0 converts into the σ-complex D0. Here,
one nitrogen forms an NH2 group connected to the other one, which is tetrahedrally
coordinated to two Fe-atoms, one H atom and the first N atom. During this
protonation, the N–N double bond is converted into a single bond.

From branch 1, the intermediate C0 can be bypassed: C1 can directly be con-
verted into D0. This reaction, however, requires that the system is reduced before
the barrier from C1 to C0 has been overcome. Thus it will occur only at high
electron flux. In this case, the third proton is added to either of the two nearly
equivalent nitrogen atoms of C1. The reaction of the protonated C1 to D0 is
exothermic by 18 kJ/mol.

Fourth protonation: Protonation of the only lone pair of structure D0, namely
the one at the terminal NH2 group, requires only a small barrier of 11 kJ/mol
using ammonium as proton donor. It results in a rather long but still intact N–N
bond in structure E2.

From intermediate E2, shown in Fig. 11.17, an ammonia molecule is easily
dissociated, leading to structure E0. The barrier to cleave the N–N bond is only
< 10 kJ/mol, and the reaction is strongly exothermic by 204 kJ/mol.

The mechanism of breaking the dinitrogen bond is interesting and provides
an indication, why nature has chosen a complex cofactor such as the FeMoco.
Therefore I discuss this step here in more detail. In order to break the N–N single
bond, an additional electron pair has to be supplied by the cluster to dinitrogen.
Thus, two iron sites have to be reduced simultaneously. (1) This is facilitated



156 11 Nitrogen reduction

by a large cluster with a delocalized electron system, because the change of the
average oxidation state is smaller than in a small metal cluster. (2) The electron
pair consists of one spin-up and one spin-down electron. A single high-spin Fe
atom can only provide electrons with parallel spin. In the FeMoco, dinitrogen is
in direct contact with two Fe sites with antiparallel spins, which can supply an
electron pair with antiparallel spin.

D2 E1 F5 E3

Figure 11.18 Intermediates of an alternative route leading to cleavage of the N–N bond.

Figure 11.19 Energy scheme of an alternative route leading to cleavage of the N–N
bond. As protonation of E1 is energetically unfavorable, the system would be trapped in
E1 and possibly react back. See Fig. 11.10 for details.

There is an alternative route shown in Fig. 11.19 leading to cleavage of the N–N
bond. While I consider this side branch as unfavorable, it shall be described here
for sake of completeness, because this alternative side branch is analogous to a
pathway suggested earlier [62, 64, 63, 104]. Differing from that work, however, I
consider here the SH bridge to be open. Starting from D0, the system can break
one Fe–N bond and convert into D2, having an axially bound NH–NH2 as shown
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in Fig. 11.18. D2 is 19 kJ/mol higher in energy than D0 and therefore populated
with lower probability.

Reduction and protonation of the D2 at the proximal nitrogen atom leads to E1
shown in Fig. 11.18, a hydrazine bound head-on to one Fe site. Protonation at the
terminal hydrogen leading to E3 can be excluded because it requires 138 kJ/mol
more energy than protonation at the proximal nitrogen leading to E1. In E1,
however the system is trapped: the next reduction and protonation step leads to
to the unfavorable intermediate F5 with a hydrazine axially bound to the Fe site.
The additional proton, however, is not stable on hydrazine in the presence of an
ammonia. It can only be stabilized, if ammonia is prevented from forming any
other hydrogen bonds. Therefore I expect the system to be trapped for a long
time in E1 and to react back via D2 to D0.

With the exception of E1 all intermediates of this side branch are higher in
energy than those of the main branch. E1 is 120 kJ/mol more stable than E2 and
84 kJ/mol less stable than E0 into which E2 transforms. The intermediate F5
of the side branch, however, is 294 kJ/mol higher in energy than F2 of the main
branch. Thus I conclude that this branch is not relevant.

F2 F3 F4

state energy d(N–Fe3) d(Nx–Fe3)
kJ/mol Å Å

F2 0 2.094 3.340
F3 34 3.587 2.031
F4 56 4.061 3.944
TS1 45 2.841 2.134
TS2 62 3.368 3.77
TS3 62 3.82 3.119

Figure 11.20 Energies relative to F2 and geometries of intermediates and transition
states involved in a rearrangement after the fifth protonation.

Fifth protonation: Protonation of the intermediate E0 at the bridging NH group
is spontaneous, using ammonium as proton donor, and leads to F2.

F2 does not have proton acceptor sites at nitrogen. In order to expose a lone
pair, one Fe–N must break, leading to F3. While this Fe–N bond is broken,
one Fe–N bond to the central ligand is restored, so that the number of bonds is
preserved. In this step, the central ligand completes its coordination shell as shown
in Fig. 11.20. This step is endothermic by 34 kJ/mol and requires to overcome a
barrier of 45 kJ/mol.

In order to investigate the sequence of the bond-forming and bond-breaking
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process, I investigated the two dimensional energy surface, spanned by the bond-
lengths of the two Fe–N bonds, shown in Fig. 11.21. Each point corresponds to
a state where both bond-lengths are fixed to the corresponding values, while all
other degrees of freedom were fully relaxed.

The energy surface exhibits a third local minimum, namely F4. In F4, both
bonds are broken simultaneously. Its energy lies 56 kJ/mol above that of F2, and
11 kJ above the direct transition state from F2 to F3. Both transition states
TS2 and TS3 lie energetically 62 kJ/mol above F2. Thus I conclude that this
indirect path is unfavorable and the bond-breaking and bond formation occur in
a concerted fashion, that is via TS1 in Fig. 11.21.

F2 0 kJ/mol

F3 34 kJ/mol

F4

56 kJ/mol

⊗TS1 45 kJ/mol

TS2

62 kJ/mol

⊗

TS3

62 kJ/mol

⊗

d(N−Fe3)

d
(N

x
−

F
e3

)

Figure 11.21 Left: contour plot of the energy surface for a rearrangement after the fifth
protonation, the transition from F2 (upper left) to F3 (bottom right). d(N–Fe3) is the
distance between Fe3 and N of the NH2 group. d(Nx-Fe3) is the distance between Fe3
and the central ligand. The barrier for a direct transition from F2 to F3 via TS1 is lower
than the barrier for a transition via TS2, F4, and TS3. The energies are given relative
to the starting state F2. The right-hand picture illustrates the energy surface with the
corresponding structures positioned above the energy minima.

Sixth protonation: Final ammonia detachment. In the intermediate F3, NH2

exposes one lone pair which is readily protonated.
The most favorable pathway leads via an intramolecular proton transfer from

the SH group. The proton transfer has a negligible barrier and is exothermic
by 46 kJ/mol. The singly coordinated sulfur atom completes its coordination by
restoring the sulfur bridge between the Fe sites. As this happens, ammonia is
dissociated in a concerted fashion. Also this second reaction step has a negligible
barrier and is exothermic, by 39 kJ/mol. It leads to MH, and thus closes the
catalytic cycle.
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As no external proton or electron transfer is required to proceed from F2 to F0,
the corresponding steps do not have to wait for any Fe-protein cycles to finish.
All of them appear as one step in the Thorneley-Lowe scheme.

F3
0 kJ/mol

F1
−46 kJ/mol

F0
−85 kJ/mol

Figure 11.22 Intermediates of the sixth protonation, the final ammonia detachment via
intramolecular proton transfer. The energies are given relative to F3.

I considered also a side branch from F3 to MH2 proceeding via reduction of the
cofactor in structure F3 followed by an external proton transfer. Also this proto-
nation from ammonium as proton donor proceeds easily. However, the resulting
NH3 ligand is quite strongly bound to Fe. While dissociation is exothermic by
46 kJ/mol, it has a large barrier of 72 kJ/mol, the highest barrier in the whole
process. Thus I conclude that this side branch is not relevant. Following dissoci-
ation of NH3, the SH group reconnects to the second Fe, leading to MH2.

11.2.5 Molybdenum as N2 reduction site

As shown in section 11.1.1 on page 134, the molybdenum atom is not a favor-
able nitrogen adsorption site: nitrogen bound to molybdenum is higher in energy
by 50 kJ/mol than bound to iron. However, there have been various theoretical
investigations [99, 66, 67, 68, 69, 70] and also experimental efforts [164, 172] to
investigate this possible adsorption site. For this reason, I also discuss nitrogen
coordination to molybdenum here. If I make the assumption that nitrogen binds
to Mo, even though this scenario is at variance with the predictions presented in
section 11.1.1 on page 134, my findings suggest a possible pathway for the first
two critical protonations.

One freed coordination site at Mo, thus a monodentate homocitrate, is a pre-
requisite for N2 coordination to molybdenum. It is possible and energetically
approximately neutral to dissociate one oxygen ligand of homocitrate from Mo,
depending on the protonation state of Mo, as shown in section 10.1.1 on page 120.
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A2 B4 B7 C3

Figure 11.23 Intermediates of N2 bound to Mo and its first protonation products.

Nitrogen adsorption at penta-coordinate Mo (A2) is endothermic by 22 kJ/mol.
This indicates that, even if the coordination site is vacant, dinitrogen binds to Mo
only for fleetingly short periods of time. If protonation proceeds sufficiently easy,
that the proton is transferred during these short periods, the dinitrogen may be
stabilized bound to Mo. However, as seen in Fig. 11.24, protonation leading to
B4 is energetically unfavorable. B4 is is also 29 kJ/mol higher in energy than B1,
with N2H bound to Fe sites.

Durrant [69] proposed a transition of the protonated dinitrogen B4 into a bridg-
ing position between Mo and Fe as in B7 shown in Fig. 11.23. I found B7 to be
79 kJ/mol higher in energy than B4.

Figure 11.24 Energy scheme of the first steps in the conversion cycle starting from N2

bound to Mo. The barrier for Mo docking has not been calculated, which is indicated by
a dashed line. See Figure 11.10 for details.

The second protonation step takes place at the terminal nitrogen atom C3. It
was not possible to stabilize a structure with the second proton added to the
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proximal N. The energy of C3 is 47 kJ/mol higher than the energy of C0, the
corresponding structure in the main reaction path.

Thus my calculations do neither support that (1) a coordination site at Mo
becomes available for N2 binding nor that (2) dinitrogen binds, if this coordination
site is vacant. Thus I conclude that dinitrogen reduction will not take place at
the molybdenum atom.

11.3 Discussion

So far, I presented a mechanism for nitrogen fixation with all intermediate states.
Furthermore I discussed a wide range of side-branches, which had to be considered
in order to identify the most favorable pathway.

The comparison of N2-binding and the critical first protonation step with pre-
vious studies with [104] or without [63, 69] central ligand determines the present
mechanism as favorable: according to my calculations, nearly all intermediates of
the mechanism proposed here are lower in energy than those of earlier proposals.
The highest barrier between two intermediates is 66 kJ/mol, consistent with the
experimental turn-over rate of the enzyme.

11.3.1 Required properties of the cofactor

While the central ligand does not significantly influence the protonation sites at
the cofactor before N2 binds, its influence becomes dominant as soon as N2 binds.
The main feature of the central ligand is its ability to form a variable number
of bonds to the six Fe atoms. The central ligand changes its coordination from
six-fold to five-fold and four-fold. This allows other ligands such as nitrogen and
sulfur to form and cleave bonds to the Fe sites without deviations from the pre-
ferred tetrahedral coordination of the latter. This is particularly apparent when
dinitrogen binds: while the Fe site to which dinitrogen binds in the axial bind-
ing mode A0 maintains its coordination shell by giving up its sulfur bridge, the
bridged binding mode A1 would result in an unfavorable five-fold coordination of
one Fe site, if the latter would not give up its bond to the central ligand.

A second important ingredient is the flexibility of the cofactor. I found states
where two of the Fe sites are bridged by a sulfur bridge, by a dinitrogen bridge and
by a single nitrogen atom. The cofactor allows the Fe sites to vary their distance
and the cavity provides sufficient space for the opening of the SH bridge. While
sulfur prefers a bond angle close to or even smaller than 90°, nitrogen prefers
an angle closer to the tetrahedral angle of 109° as in D0. This change can be
accommodated best if site Fe3 is pulled out of the cluster. This movement of Fe3
is made possible by cleaving its bond to the central ligand.
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The first protonation of N2, which is the critical reaction step, is facilitated by
bonds between dinitrogen and two Fe sites. This bonds activate the triple bond
by creating a bonding configuration already analogous to N2H2.

Another difficult reaction step is the cleavage of the N–N bond. This step
requires the transfer of two electrons with antiparallel spins from the cofactor
to dinitrogen. The delocalized electron system of the cofactor facilitates double
electron transfer, because it results in only small changes of the average oxidation
state. Secondly having the nitrogen next to Fe sites with antiparallel spins, the
cofactor can easily offer a singlet electron pair.

Also the final reaction step, namely the dissociation of the second ammonia
from F2, relies on the special features of the cofactor: it would have one of the
largest barriers in the mechanism, if the sulfur bridge would not be restored.
The dissociation of the ammonia is part of a substitution reaction, in which the
coordination number of the Fe site is restored by the sulfur atom as soon as
ammonia leaves.

11.3.2 Binding site

The cofactor has an approximate three-fold symmetry, which is broken by the
ligands and the protein environment. As long as the protein environment is not
taken into account, as in the present study, the energetics will proceed similar for
all three equivalent orientations. Nevertheless, the position of the proton channel
in the protein indicates that nitrogen fixation proceeds near the iron sites 3 and
7, see section 7.1.3 on page 85. Furthermore the cavity in this region provides
sufficient space to accommodate nitrogen bound to an Fe site, see section 11.1.4 on
page 143.

My calculations do not allow to distinguish between Fe3 and Fe7 as potential
docking sites of dinitrogen. I found that the axial binding mode A0 is slightly more
stable, that is by 14 kJ/mol, on Fe7 than on Fe3. The bridged mode A1 accessed
via the axial binding at Fe7 is more stable by 24 kJ/mol than the other variant.
I expect that, due to the large motion of the sulfur atom, the opening of the SH
bridge may be strongly affected by the shape and the specific interactions of the
cavity. Thus, in this case, environment effects may be larger than the calculated
energy differences, so that no conclusive answer regarding the initial binding site
can be given at this point.

11.3.3 Dependence of the results on the choice of the hydrogen
chemical potential

As pointed out in section 10.3, the energy profile depends on the choice of the
chemical potential for protons and electrons, which are combined in µH . Note
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Figure 11.25 Energy schemes of nitrogen conversion cycles at different chemical po-
tentials of hydrogen (µH). The upper line assumes that no energy of MgATP is used for
conversion while the lower line assumes all the energy gained from MgATP hydrolysis in
used for the conversion.

that only the energies of those reaction steps, for which the number of hydrogen
atoms change are affected by the choice of µH . I have chosen a value for µH based
on a comparison of my calculations with experiment as described in section 10.3.
Nevertheless, there is a large uncertainty on the chosen value. In order to relate my
results to other calculations it is necessary to understand how the results depend
on µH .

The energy of each protonation step and thus the reaction energy of the entire
nitrogen reduction cycle depends on the hydrogen chemical potential µH . This
value cannot be obtained from calculations as it depends on the chemical environ-
ment, the pH value, the reduction potential and other properties in the vicinity
of the cluster.

A value for µH may be obtained from the experimental reaction energy of the
entire cycle. However, previous estimates differ substantially depending on the
assumptions made in the analysis.

� Alberty [173] approximated the standard Gibbs energy for N2 conversion
with ∆rG

◦ = −463.18 kJ/mol for the chemical reaction defined via one spe-
cific set of educts and products (ferredoxin with a reduction potential of
−0.403, H+, NH+

4 ).

� For the biochemical equation defined for equilibrium concentrations of H3O+/
H2O and NH+

4 /NH3 at pH=7 with the same ferredoxin he obtained the
transformed Gibbs energy ∆rG

′◦ = −63.62 kJ/mol.
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I rationalized the choice of µH used in the present work, assuming ∆rE = 0
for the first reduction and protonation of the resting state. This choice of µH

leads to ∆rE = −404 kJ/mol for the whole reaction. The Gibbs free energy is
related to the calculated reaction energy by ∆rG = ∆rU − T∆rS + ∆r(pV ) with
∆rU ≈ ∆rE.

Most previous calculations chose the chemical potential µH equal to one-half of
the energy of a hydrogen molecule, which is 36 kJ/mol below my choice for µH

and leads to a reaction energy of ∆rE = −189 kJ/mol.
Figure 11.25 shows the complete reaction path with two different chemical po-

tentials of hydrogen. The profile labeled “no ATP” corresponds to the value for
the chemical potential used in the present study. The profile labeled “ATP” cor-
responds to the maximum value of µH consistent with the unprotonated resting
state. Note that only the energy differences between states with different numbers
of hydrogen atoms are affected.

11.3.4 The role of H2

It is known from experiment that H2 is always produced by nitrogenase during N2

turnover [86]. Reduction equivalents, transferred to the MoFe-protein are lost in
H2 production. H2 production can not be avoided by large partial pressures of N2

[84]. The amount of H2 production per N2 reduction in the limit of large N2 partial
pressures is still under dispute. While Rivera-Ortiz and Burris [83] obtained 0.56–
0.9 H2 per N2, Newton et al. [5] suggested a minimum stoichiometry of 1:1. Under
ambient conditions larger amounts of H2 are produced.

My calculations indicate that H2 production competes with N2 reduction. Di-
hydrogen is always produced whenever a hydride is formed at an iron site. This
happens if an excess of protons is transferred to the cofactor in the absence of
bound N2. If N2 is docked to the cofactor, these protons will reduce dinitrogen.
Hence, our calculations are consistent with a production of non-stoichiometric
amounts of H2.

11.4 Conclusion

In the present study I made an attempt of a comprehensive investigation of possible
pathways for nitrogen fixation at the Fe-Mo cofactor. The catalytic cycle that
emerged from this study differs from previous proposals.

The distinct features of the mechanism are the following: Dinitrogen docks after
two sulfur bridges of the cofactor have been protonated. Upon N2 binding, a sulfur
bridge opens. N2 converts from an axial binding mode into a dinitrogen bridge,
replacing the former sulfur bridge. After the second protonation, N2H2 converts
into a π-complex with one Fe-site, being further stabilized by a σ-bond to the
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other Fe-site. The first ammonia is desorbed from NH–NH3 in a configuration,
where NH bridges both Fe sites. The desorption requires a singlet electron pair,
which is readily supplied by the two antiferromagnetically Fe atoms, to which
dinitrogen is bound. One protonation further, the resulting NH2 loses one bond
to an Fe-site and thus opens the bridge. Following an intramolecular protonation,
the complex expels the second ammonia in a substitution reaction, which closes
the sulfur bridge as the bond to ammonia cleaves. The central nitrogen ligand of
the cofactor plays a critical role in the mechanism by balancing the coordination of
the Fe-sites forming and breaking bonds to dinitrogen and its reduction products.

I provided a rationalization of the mechanistic features relevant to accomplish
critical reaction steps, which may be useful to develop model systems for nitrogen
fixation.
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12 Nitrogenase and Acetylene

An experiment is a question which science poses to Nature
and a measurement is the recording of Nature’s answer.

Max Planck

12.1 Introduction

Nitrogenase is not only able to catalyze the conversion of N2 to NH3, but can also
reduce a number of other substrates. One of the most detailed studied among
these alternative substrates is acetylene, C2H2.

While N2 is fully reduced to NH3 by the enzyme, C2H2 is only reduced to C2H4,
ethylene [174]. No further reduction to ethane, C2H6, takes place at the wild-type
enzyme.

C2H2 + 2e− + 2H+ → C2H4

C2D2 as substrate allows to study the stereo-selectivity of the reduction. It is
nearly quantitatively converted to cis-C2D2H2, only about 4% of trans product is
found [175, 176].

The main reason why C2H2 is better studied than N2 is the fact that acetylene
binds to less reduced levels of the cofactor than N2 does. This makes it easier
to access the C2H2 binding mode experimentally. While dinitrogen is not able to
bind to states less reduced than E2H21 as discussed in section 11.1.5 on page 144,
EPR/ENDOR experiments [177] show that C2H2 even interacts with the resting
state E0H0 of the cofactor. Kinetic studies [178], however, conclude that C2H2 is
not reduced before bound to the E1H1 state.

In the N2 conversion process, H2 is a necessary by-product [86], as described
in section 3.2.1 on page 20. H2 production takes reduction equivalents from N2

reduction. In general, H2 is also produced during the conversion of acetylene.
However, in this case the enzyme is theoretically able to completely suppress
hydrogen production at infinite partial pressure of C2H2 [83].

1The notation is explained in section 10.2 on page 123. ExHy refers to the cofactor reduced by
x electrons and protonated y times.
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12.2 Calculational Details

The cofactor of nitrogenase has been modeled as described in section 9.1.1. The
same set of projector functions, the same plane-wave cutoff and the same unit-cell
as in the calculations for N2 reduction have been used. In some cases, like in
A2, even the starting structures have been obtained from the nitrogen conversion
mechanism.

12.3 Results

12.3.1 Acetylene binding modes

I have investigated different possible binding modes at the E1H1 reduction level,
suggested by experiment as the most oxidized level being able to bind and reduce
C2H2. The stable and relevant binding modes are shown in Fig. 12.1. While
dinitrogen can bind to Mo, although this mode is metastable, C2H2 does not bind
to Mo. Even after cleavage of one bond from Mo to homocitrate it was not possible
to stabilize C2H2 at the Mo site. C2H2 drifted away.

A0
E= −65
S=2 BS6

A1
E= −42
S=2 BS7

A2
E= −15
S=1 BS7

A3
E= −11
S=2 BS7

Figure 12.1 Binding modes of C2H2 at the cofactor and their binding energy at the
E1H1 level (kJ/mol) as well as their spin state. Negative energies indicate exothermic
binding.

I found four stable binding modes in which C2H2 is bound to one or more iron
sites.

A0: The most stable mode exhibits C2H2 bridging side-on between two iron sites
forming a π-complex with both of them. C2H2 replaces a sulfur bridge. One
iron site is pulled out of the cage and its bond to the central ligand is broken.
In accordance with my findings for dinitrogen binding in section 11.1.1, the
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central ligand adds flexibility to the cluster by providing a varying number
of bonds to its iron neighbors. All iron sites are in a distorted tetrahedral
coordination and in their high-spin state.

Acetylene is already somewhat activated, which can be seen in Fig. 12.1
from the bending of the H–C–C–H unit and also from the increase of the
C–C bond length from 1.21 Å in vacuum to 1.35 Å in A0.

This structure is, with a binding energy of 65 kJ/mol, the energetically most
favorable of the binding modes which have been investigated.

A1: η2-C2H2 binding is energetically 17 kJ/mol higher than A0. The C–C bond
is connected to one iron atom as a π-complex. Upon coordination of C2H2

in this mode, the protonated sulfur bridge connected to the involved Fe site
opens. The same lability of protonated sulfur bridges has been found upon
N2 binding to the cofactor in section 11.1.1. It preserves the tetrahedral
environment of all iron atoms. They stay in their high-spin state. Even
though the total spin is the same as in A0, the spin ordering is different: the
spin of the iron site connected to the SH-group is flipped. In this binding
mode, the C–C distance is 1.28 Å.

A2: In the µ2 mode, C2H2 bridges between the two iron atoms with each car-
bon connected to one iron site. The sp-hybridization, present in C2H2 is
converted in an sp2-hybridization. The C–C–H angles are about 117°. Two
sp2-hybrid orbitals form the bonds to the iron atoms. The C–C bond is
significantly enlarged from 1.21 Å in vacuum to 1.35 Å. However, the energy
of this structure is rather high, the binding is only exothermic by 15 kJ/mol.
A binding mode of this manner has been suggested from the experimentally
found stereo-specificity of acetylene reduction [176]. However, as more stable
binding modes exist, this one is not relevant for the conversion of C2H2.

A3: There is also an η2-C2H2 binding mode which preserves the sulfur bridge.
In this case, the Fe site C2H2 is bound to is pulled out of the cage and its
bond to the central ligand is broken. C2H2 binding is slightly exothermic
with −11 kJ/mol. This mode is an intermediate during C2H2 association to
the cluster.

While the energies of the binding modes relative to each other can be expected to
be represented rather accurately by my calculations, the absolute binding energies
suffer from simplifications of the structural model. In the calculations, the zero
for a binding energy is the energy of the cofactor on the one hand and isolated
C2H2 on the other hand. However, in the biological system, C2H2 is provided by
the protein and not obtained from vacuum. Moreover, the embedding energies of
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the different binding modes in the protein have not been taken into account as
they are not expected to vary much.

12.3.2 Barriers during acetylene binding

C2H2 coming from the protein environment can not directly access the most stable
A0 binding mode because major structural changes are required in the cofactor
to accommodate that mode.

The route with the lowest barrier starts with C2H2 binding to one Fe site, and
pulling it out of the cluster, which results in A3. The barrier from free C2H2 to
A3 is 67 kJ/mol. This is the largest barrier in the C2H2 conversion process. It is
in accordance with the experimental turnover rate. Next, the sulfur bridge opens
by overcoming a barrier of 13 kJ/mol and A1 is reached.

The two reactions of bridge-opening and C2H2 association can—in principle—
also occur in a concerted mechanism. However, in this case the barrier for reaching
A1 is 76 kJ/mol and thus substantially higher than the 67 kJ/mol via A3. There-
fore, C2H2 first associates and then the sulfur bridge opens.

The barrier for intercalation of C2H2 between the two iron sites, which separates
A1 from A0, is less than 25 kJ/mol and can readily be overcome.

A schematic view of the energetics of the binding process as well as the following
protonation is given in Fig. 12.2.

Figure 12.2 Energy scheme of acetylene binding and reduction. The arrows indicate
protonations. Their lengths depends on the choice of µH . Intermediates connected by
bold lines contain the same number of atoms. The energy difference between these is
independent of µH .
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state barrier energy
E0H0 0
E1H1 0
A3 67 −11
A1 13 −42
A0 <25 −65
B0 16 −186
B1 55 −165
E0H0+C2H4 56 −287

Table 12.1 Energetics of the acetylene conversion mechanism. The intermediates are
given in the order of the mechanism. The barrier refers to the reaction leading to the
respective intermediate. The energy is given relative to the resting state, free C2H2 and
using a µH in order to keep the reduction an protonation of the resting state energetically
neutral, as discussed in section 10.3. All energies are given in kJ/mol.

12.3.3 Protonation

The acetylene molecule in A0 exhibits two lone-pairs, sp2 hybrid orbitals. After
reduction, one of these lone-pairs is protonated. They both do not point out of
the cluster but into the direction of the faces of the cofactor spanned by 4 iron
sites. Thus the proton donor has to approach the cofactor on one of these faces.

Using NH+
4 as proton source as discussed in section 10.3 on page 128, the proton

transfer is exothermic by 150 kJ/mol. Protonation results in cleavage of one π-
complex bond, resulting in structure B0 depicted in Fig. 12.3. The π-complex
bond to the other iron atom remains. These structural rearrangements have a
barrier of 16 kJ/mol. However, the barrier depends on the choice of the proton
donor.

In a rearrangement, following the protonation, the C2H3 converts into a usual
σ-ligand bound to only one iron site, resulting in structure B1 shown in Fig. 12.3.
A reaction, in which the central ligand restores its sixth bond to its iron neighbors.
This rearrangement is endothermic by 21 kJ/mol and has a barrier of 55 kJ/mol.

A third C2H3 binding mode, B2 has been identified, but it has a higher energy
than those discussed previously and does not play any role in the reduction process.

12.3.4 C2H4 Production

In structure B1, the proximal CH group and the SH group are properly positioned
for an intramolecular proton transfer. It is exothermic by 122 kJ/mol. The pro-
tonation of the C2H3 fragment leads to C2H4 which is immediately displaced by
the closing sulfur bridge. The barrier for this process is 56 kJ/mol. It releases
ethylene and restores the cofactor in its resting state.
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B0
E=+101

S=3/2 BS6

B1
E=+122

S=3/2 BS7

B2
E=+134

S=5/2 BS6

Figure 12.3 Intermediates after protonation of C2H2 at the E1H1 reduction and proto-
nation state. Energies are given in kJ/mol relative to C2H4 cleavage. The total spin and
the spin ordering is given.

This last internal proton transfer is the crucial step for the stereo-selectivity of
the reduction process. In B1, the proton that has been added to C2H2 is in the
cis-position to the C–Fe bond. As this C–Fe bond is replaced by a C–H bond
in the intermolecular proton transfer, the result is the cis product. Formation of
the trans isomer would require a rotation around the C=C double bond of the
C2H3 fragment. This rotation has a barrier of 169 kJ/mol, which is impossible
to overcome under reaction conditions. Therefore cis-C2D2H2 is produced during
C2D2 conversion.

C0
E=−20

S=2 BS7

C1
E=+12

S=1 BS7

Figure 12.4 C2H4 bound to the cofactor and its binding energy in kJ/mol as well as
the spin state.

If an intermolecular protonation is assumed, C2H4 is not spontaneously dis-
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placed but stays weakly bound to the cofactor. Two possible binding modes and
their C2H4 binding energies are shown in Fig. 12.4.

12.3.5 Acetylene binding energies at different reduction states of the
cofactor

The more reduced the cofactor is, the greater is its affinity to C2H2 as it can be
seen in table 12.2. The energetic order of the different binding modes is preserved
during reduction and protonation of the cluster. While binding is significantly
more stable in the E2H2 state than in the E1H1 state discussed above, binding is
even slightly endothermic in the resting state. The destabilization of A0, A1, and
A2 in the resting state may be explained by the fact that the opening of the sulfur
bridge leaves the sulfur atom coordinated to only one iron site. This is much more
stable in case of a protonated sulfur bridge. A3 is the most stable binding mode
in the resting state, as in this mode, the sulfur bridge is preserved.

A0 A1 A2 A3

E0H0 +15 +9
E1H1 −65 −42 −15 −11
E2H2 −87 −58 −37

Table 12.2 C2H2 binding energies at different reduction- and protonation levels. Energies
in kJ/mol, negative values indicate exothermic binding.

12.4 Discussion

Inhibition: It is found by experiment that dinitrogen is a weak competitive in-
hibitor of acetylene reduction but acetylene is an effective non-competitive in-
hibitor of dinitrogen reduction [174, 179, 83]. My calculations support an idea
proposed by Davis et al. [180, 181]: acetylene binds to the cofactor at a state not
sufficiently reduced for nitrogen to bind. Therefore it inhibits non-competitively
because it lowers the pool for available N2 binding sites. Dinitrogen competitively
inhibits acetylene reduction at the reduced state. As most acetylene is reduced in
the oxidized state, the inhibition is weak.

Acetylene is able to bind and be reduced at the E1H1 level while dinitrogen needs
at least the more reduced E2H2 level for being effectively bound and reduced, see
section 11.1.5 on page 144. This is also illustrated in Fig. 12.5. Therefore most of
the acetylene is bound and reduced at the E1H1 level and only a limited part of
the cofactor molecules reach the E2H2 level. The EPR/ENDOR experiments [177]
showing that acetylene already interacts with the resting state may be explained by
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weak and reversible binding. My calculated binding energy of +9 kJ/mol indicates
endothermic binding but does not rule out interaction.

E0H0 E1H1 E2H2

C2H2 C2H2 C2H2 N2

−H2

Figure 12.5 Scheme of binding of C2H2 and N2 to FeMoco in the wild-type MoFe
protein. C2H2 weakly binds to the resting state E0H0 but is bound and reduced at
the more reduced states E1H1 and E2H2. N2, in contrast, binds at earliest at E2H2.
Dihydrogen may be released from E2H2.

The statement that dinitrogen already binds at the E2H2 level should be under-
stood in the sense that this is the reduction level of the cofactor. The MoFe-protein
instead, is expected to be reduced by one more electron in that state [82]. There-
fore the E2H2 reduction level of the cofactor corresponds to the E3H3 level of the
protein expressed in the Thorneley-Lowe scheme.

H2 production: Unlike N2, acetylene is theoretically able to completely suppress
the reduction of protons [83] at infinite pressure of C2H2. As pointed out in sec-
tion 10.1.2 on page 122, nitrogenase produces H2 whenever a hydride is formed
at an iron site. This hydride formation is energetically less favorable than pro-
tonation of a µ2-sulfur bridge. Therefore it can only occur next to an already
protonated sulfur bridge, otherwise the proton is transferred to sulfur and not to
iron. Thus H2 production is possible at earliest in the E2H2 state as no hydrogen
atom is available at the resting state E0H0. This is also shown in Fig. 12.5.

While the state E2H2 is present at a high concentration in the absence of C2H2,
when N2 is converted, it rarely occurs when acetylene is reduced. E2H2 is even less
abundant if the pressure of C2H2 is increased and therefore dihydrogen production
may be suppressed by acetylene.

Mutation

Hisα195: Substitution of Hisα195 by glutamine results in an MoFe-protein that
does hardly reduce N2 but still reduces acetylene (and protons) at near wild-type
rates [97, 95]. Hisα195 provides a hydrogen bond to the µ2-sulfur bridge S2B and
is the only proton source for that atom. This proton source is removed in the
mutant strain. There are only two µ2-sulfur bridges which can be protonated,



12.4 Discussion 175

namely S5A and S2B. Protonation of both of them is essential for the E2H2 state
to be reached without hydride formation, as discussed above. Thus protonation
of S2B is essential for N2-reduction, while it is not essential for acetylene binding
as this readily occurs at the E1H1 level. Nor is it essential for H2 production as
in that case, a hydride is formed near S5A releasing H2.

In Gluα195 nitrogenase, N2 is not reduced but it still inhibits both proton and
acetylene reduction. This has been interpreted by Christiansen et al. [3] “that
acetylene, protons, and dinitrogen must occupy the same or closely overlapping
binding sites within the MoFe protein.” Their interpretation is confirmed by my
results of possible C2H2 binding at the E2H2 level.

Glyα69: Substitution of Glyα69 by serine [92], cysteine, proline, glutamate, or
asparagate [3] results in an enzyme that is able to reduce N2 at the normal rate
but is hardly able to reduce acetylene [92]. In this mutant strains, acetylene
was converted from a non-competitive to a competitive inhibitor of dinitrogen
reduction.

There is a structural interpretation of the effect of Glyα69 mutation [3]: Glyα69,
as well as Valα70 in the direct vicinity of the cofactor, are connected via a short
π-helix to the P-cluster, reaching it with Cysα62 as discussed in section 7.3.1 on
page 92. The helix is assumed to communicate redox-dependent structural changes
from the P-cluster to FeMoco. Movements of the chain may open a gate allow-
ing substrates to bind to the cofactor. Even though it is not known how these
residues might move upon reduction of the P-cluster, this movement is expected
to be inhibited by mutation of the α69 residue inhibiting the binding of substrates
already at the E1H1 level. Presumably, substrates are able to bind at the E2H2
level. This explains the competitive inhibition of dinitrogen reduction by acety-
lene. It may also be the case that the E1H1 level is the common binding state of
both N2 and C2H2 in the α69-substituted protein.

Argα96: Mutation experiments of Argα96 may be explained in the same way:
substitution of Argα96 by some smaller and non-positively charged amino acids
creates proteins to which C2H2 as well as CO can already bind in the resting state
[94]. Argα96 is also connected to the P-cluster via a short chain as described in
section 7.3.1 on page 92. Thus, in that case, a gate usually preventing effective
binding of C2H2 to the resting state may be opened by the mutation.

Multiple binding sites: Different EPR signals have been found during acety-
lene turnover in α195-Gln mutant [182]. This has been interpreted as two C2H2

molecules simultaneously bound to the cofactor. Using the isolated cofactor, PhSH
as coordination and europium amalgam cathode as reduction agent, it has also



176 12 Nitrogenase and Acetylene

been found that FeMoco·PhSH can simultaneously coordinate several substrate
molecules to activate them for the subsequent reactions.

According to my calculations it is possible that two C2H2 molecules are simul-
taneously bound to the cofactor. If one molecule is bound according to A0, there
is the possibility for binding another one in an η2-manner as in A1 involving two
different iron sites. The binding energy of the second C2H2 molecule is −32 kJ/mol
in the E2H2 level, indicating weak binding. The resulting structure is illustrated
in Fig. 12.6.

Figure 12.6 Two acetylene molecules simultaneously binding to the cofactor.

Stereo-selectivity: While previous reports [174] showed that C. pasteurianum
produced exclusively cis-C2H2D2 from C2D2, recent investigations [175, 176] re-
ported that small amounts (4%) of the C2H2D2 product was the trans isomer.
Production of mainly cis-C2H2D2 is confirmed by my results. A production of
the trans isomer would require to overcome a high barrier for a rotation around a
double bond.

12.5 Conclusion

The catalytic conversion of C2H2 to C2H4 by nitrogenase offers a possibility to
verify a proposed mechanism by comparison to a large amount of experimental
data. As C2H2 binds to less reduced forms of the cofactor than N2 does, the C2H2

binding modes are easier to access experimentally.
I have proposed an acetylene conversion mechanism based on my first-principles

calculations that is in general accordance with experiment. It explains the non-
competitive inhibition of N2 conversion by C2H2 as well as the weak competitive
inhibition of C2H2 conversion by N2. It also accounts for the fact that C2H2 can
completely suppress H2 production of nitrogenase. Correspondingly the effect of
mutations and the stereo-selectivity of the reaction are explained.
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The general chemical reactivity of the cofactor with C2H2 is similar to its reac-
tivity with N2. The general common features are that a sulfur bridge is destabilized
by protonation and that the substrate is bound to multiple iron sites.

The good agreement of the proposed C2H2 conversion supports the mechanism
of N2 conversion, found by the same methodology.
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13 Summary

In this work, I described the atomistic reaction mechanism of biological nitrogen
fixation at the FeMo cofactor of nitrogenase, containing the recently detected
central nitrogen ligand, as it follows from DFT calculations.

Figure 13.1 Overview of structures and reactions of H2 production and nitrogen fixation
at the FeMo-cofactor of nitrogenase.

The resting charge state of the FeMo-cofactor of nitrogenase has been found to
be [MoFe7S9N]±0.

Reductions and protonations of the cofactor are required prior to N2 binding.
An investigation of the protonation cascade results in a ping-pong mechanism
for electron and proton transfer. Protons attach to the µ2-bridging sulfur atoms.

179



180 13 Summary

While one proton is provided to the cofactor by a proton path leading to S2B,
shown on the right of each structure in Fig. 13.1, a series of protons is provided
by a path leading to S5A, on the left side of each structure in Fig. 13.1. Double
proton delivery by the same path leads to a side reaction: H2 production.

Dinitrogen binds to the cofactor after two or three of the sulfur bridges have been
protonated (see structure MH2 in Fig. 13.1). Dinitrogen binds axially to one of
the Fe sites of the central cage. In order to maintain the tetrahedral coordination
of the Fe atom, the sulfur bridge breaks open and converts into a non-bridging SH
group on the other Fe-partner (A0 in Fig. 13.1). The SH group remains isolated
throughout the reaction until the very last step, where it plays a crucial role
in the separation of the final reaction product. The axially bound nitrogen can
insert, after overcoming a barrier of 66 kJ/mol, in between the two Fe sites, thus
replacing the former SH bridge with a N2 bridge (A1). As the bridge is formed,
the bond between one of these Fe-atoms and the central ligand breaks so that the
tetrahedral coordination of the Fe atom is maintained. While the axial and the
bridged configurations are separated by a considerable barrier, interconversion is
possible on the time scale of the electron supply. Since they have similar energies,
both states must be considered as potential protonation sites. I will later see that
the two resulting branches of the reaction mechanism will join after the second
proton transfer. In the following, I focus on the most favorable pathway, while the
secondary branch will be discussed later.

The first proton is added to the dinitrogen in the bridged configuration. The
barrier can readily be overcome. The resulting complex (B1) is not the most stable
complex with this composition. The most favorable site to add the first proton is
instead the central ligand with dinitrogen in the bridged binding mode. However,
adding the proton to the central ligand involves a large barrier of 79 kJ/mol. This
barrier corresponds to a rate on the order of one per second, which is lower than
the turnover of the protein. Therefore, I consider the protonation of the central
ligand as kinetically hindered.

The second proton is transferred to dinitrogen leading to (C1). The protonation
is immediately followed, after overcoming a small barrier, by an intramolecular
rearrangement: a bond shift rearranges the N2H2 fragment so that it forms a
π-complex (C0) with one Fe site, while the other Fe-atom stabilizes one of the
lone pairs. A lone pair is a non-bonding orbital filled by two electrons. This
intermediate state (C0) is common to all possible branches of the reaction, even
for the one proceeding via the protonation of the central ligand.

N2H2 exposes one lone pair, which accepts the third proton. After protonation,
the bond of the π-complex between Fe and N2H2 converts into a single bond. In
the resulting structure (D0) a single N atom bridges both Fe sites. Thus the bond
to Fe has been shifted within the last two steps from one nitrogen atom to the
other. The NH2 group coordinated to the bridging nitrogen atom exposes a lone
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pair ready for the next protonation.
After protonation of the lone pair in (E2), the resulting ammonia molecule

dissociates (E0) after overcoming a small barrier. In the gas phase this is the
second critical step of the reaction. In order to break the bond between the
nitrogen atoms, an electron pair must be supplied to the anti-bonding orbital so
that two lone pairs result after dissociation. Thus the reaction is limited by the
transfer rate from a potential electron source. The delocalized electron system of
nitrogenase acts as an electron sponge, which supplies the electrons of high energy
instantaneously with a fluctuation stretching the dinitrogen bond.

The NH-bridge exposes one lone pair, which is protonated (F2) with the next
electron-transfer step. This in turn weakens the bond to the neighboring Fe sites.
Only one of the participating Fe sites has an intact bond to the central ligand.
Now, also the other Fe atom forms a bond to the central ligand, while giving up its
bond to the NH2 fragment (F3). After this step, the NH2 group is bound to only
one Fe site. This step is endothermic by 34 kJ/mol and has a barrier of 45 kJ/mol,
the second largest barrier within the catalytic cycle.

The dissociation of the second ammonia requires another proton transfer. This
transfer can occur internally from the SH group. It requires reorientation of the
SH-group and the NH2 group, which may require a rearrangement of the hydrogen
bond network in the solvent. In my calculations the proton transfer proceeds
with a negligible barrier and is exothermic by 46 kJ/mol. Once the proton is
transferred, the sulfur atom inserts in between the two Fe sites, reestablishing
the bridge present in the resting state. As a consequence, the ammonia molecule
is displaced (MH). The bridge formation and the dissociation of the ammonia is
exothermic by 39 kJ/mol.

A final proton transfer restores the initial configuration (MH2) with a proto-
nated SH-group, that waits for the next nitrogen molecule to begin the next cycle.

Beside the above described most favorable path, there is one important side
path that cannot be excluded. The first proton can be added to the axial dini-
trogen binding mode (A0). In this case it is added to the terminal nitrogen atom
and results in a configuration that is only 19 kJ/mol higher in energy than the
protonated nitrogen bridge (B1) discussed earlier. The second proton is added
to the proximal nitrogen atom. Following the second protonation the substrate
rotates into the π-complex with one Fe site (C0) after overcoming a barrier of
44 kJ/mol, thus joining the reaction branch discussed above.

Molybdenum has also been investigated as dinitrogen binding site but can be
excluded as N2 binding to Mo is higher in energy by 50 kJ/mol than to Fe.

Binding and reduction of acetylene has been found to be possible already at a less
reduced state than N2 conversion. This explains the ability of C2H2 to completely
eliminate sacrificial H2 production as well as the inhibition of N2 conversion by
C2H2. In analogy to the N2 binding modes, destabilization of a sulfur bridge
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and its replacement by the substrate is crucial for acetylene binding. After an
intermolecular and an intramolecular protonation step, ethylene is released.

The mechanisms I proposed based on my state-of-the-art first-principles cal-
culations differ substantially from the picture previously envisaged. The unique
properties of the cofactor may lend guidance to the search for new biomimetic
systems able to selectively activate and break strong covalent bonds.
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A Appendix

A.1 Total spin of a Slater determinant

The expectation value of the total spin operator S2 of a Slater determinant, such
as the Kohn-Sham wave function, is used in section 5.5.4 on page 58. With |i〉 and
|j〉 being orthonormalized one-particle states of the Slater determinant, S2 can be
calculated as follows:

〈S2〉 =
∑

ij

〈~Si
~Sj〉 =

∑

i

〈~Si
~Si〉+

∑

i 6=j

〈~Si
~Sj〉 (A.1)

=
∑

i

〈i|S2|i〉+
∑

i 6=j

(
〈i| ~S|i〉〈j| ~S|j〉 − 〈i| ~S|j〉〈j| ~S|i〉

)
(A.2)

=
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i

〈i|S2|i〉+
∑

ij

(
〈i| ~S|i〉〈j| ~S|j〉 − 〈i| ~S|j〉〈j| ~S|i〉

)
(A.3)

=
∑

ij

〈i| ~S|i〉〈j| ~S|j〉+
∑

i

〈i|S2|i〉 −
∑

ij

〈i| ~S|j〉〈j| ~S|i〉 (A.4)

=
∑

ij

〈i| ~S|i〉〈j| ~S|j〉+
∑

i

〈i| ~S
(
1−

∑

j

|j〉〈j|
)
~S|i〉 (A.5)

=
(∑

i

〈i| ~S|i〉
)2

+
∑

i

〈i| ~S
(
1−

∑

j

|j〉〈j|
)
~S|i〉 (A.6)

The first term is the square of the integrated spin density

(∑

i

〈i| ~S|i〉
)2

=
(
~
2

∫
~ns(~r) d3r

)2

(A.7)

The second therm in (A.6) is an exchange-like term that can be evaluated as
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follows. From (A.4) one obtains

∑

i

〈i| ~S
(
1−

∑

j

|j〉〈j|
)
~S|i〉 =

∑

i

〈i|S2|i〉 −
∑

ij

〈i| ~S|j〉〈j| ~S|i〉 (A.8)

∑

i

〈i|S2|i〉 =
∑

i

3~2

4
=

3N~2

4
(A.9)

∑

ij

〈i| ~S|j〉〈j| ~S|i〉 =
∑

ij

(
〈i|Sx|j〉〈j|Sx|i〉+ 〈i|Sy|j〉〈j|Sy|i〉+ 〈i|Sz|j〉〈j|Sz|i〉

)
.

(A.10)

Inserting the spinor components and the Pauli matrix (5.67) one obtains

〈i|Sz|j〉 = ~
2

(〈i↑|j↑〉 − 〈i↓|j↓〉
)

(A.11)

and the Sz term becomes

〈i|Sz|j〉〈j|Sz|i〉 = ~2
4

(〈i↑|j↑〉 − 〈i↓|j↓〉
)(〈j↑|i↑〉 − 〈j↓|i↓〉

)
=

= ~2
4

∣∣〈i↑|j↑〉 − 〈i↓|j↓〉
∣∣2. (A.12)

Using

S+ = Sx + iSy, S− = Sx − iSy (A.13)

Sx = 1
2(S+ + S−), Sy = −i

2 (S+ − S−), (A.14)
〈i|S+|j〉 = ~〈i↑|j↓〉 (A.15)
〈i|S−|j〉 = ~〈i↓|j↑〉 (A.16)

(A.17)

one obtains for the Sx and Sy terms

〈i|Sx|j〉〈j|Sx|i〉 = 1
4

(
〈i|S+|j〉+ 〈i|S−|j〉

)(
〈j|S+|i〉+ 〈j|S−|i〉

)
(A.18)

〈i|Sy|j〉〈j|Sy|i〉 = −1
4

(
〈i|S+|j〉 − 〈i|S−|j〉

)(
〈j|S+|i〉 − 〈j|S−|i〉

)
(A.19)

〈i|Sx|j〉〈j|Sx|i〉+ 〈i|Sy|j〉〈j|Sy|i〉 = 1
2〈i|S+|j〉〈j|S−|i〉+ 1

2〈i|S−|j〉〈j|S+|i〉 =

= ~2
2

(
〈i↑|j↓〉〈j↓|i↑〉+ 〈i↓|j↑〉〈j↑|i↓〉

)
= ~2

2

(∣∣〈i↑|j↓〉
∣∣2 +

∣∣〈i↓|j↑〉
∣∣2

)
. (A.20)

∑

ij

(∣∣〈i↑|j↓〉
∣∣2 +

∣∣〈i↓|j↑〉
∣∣2

)
= 2

∑

ij

∣∣〈i↑|j↓〉
∣∣2 (A.21)
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This results in a second term of equation (A.6) as

∑

i

〈i| ~S
(
1−

∑

j

|j〉〈j|
)
~S|i〉 =

~2

4

∑

ij

(
3δij −

∣∣〈i↑|j↑〉 − 〈i↓|j↓〉
∣∣2 − 4

∣∣〈i↑|j↓〉
∣∣2

)
(A.22)

Inserting (A.7) and (A.22) in (A.6) it is possible to calculate the expectation value
of the total spin as two-particle operator.

〈S2〉 =
(
~
2

∫
~ns(~r) d3r

)2

︸ ︷︷ ︸
classical

+
~2

4

∑

ij

(
3δij −

∣∣〈i↑|j↑〉 − 〈i↓|j↓〉
∣∣2 − 4

∣∣〈i↑|j↓〉
∣∣2

)

︸ ︷︷ ︸
quantum−mechanical

(A.23)
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A.2 Total energies of intermediates

state E[H] #H #NH3 Erel

M −398.35889 -2 0 0
MH −398.92886 -1 0 0
MH2 −399.49406 0 0 13
A0 −399.50550 0 0 −18
A1 −399.50333 0 0 −12
A2 −399.48547 0 0 35
A3 −399.47217 0 0 70
B0 −400.07180 1 0 −8
B1 −400.05765 1 0 29
B1’ −400.05476 1 0 37
B2 −400.05038 1 0 48
B3 −400.04880 1 0 53
B4 −400.04687 1 0 58
B5 −400.04573 1 0 61
B6 −400.03945 1 0 77
B7 −400.01668 1 0 137
C0 −400.65651 2 0 −47
C1 −400.64889 2 0 −27
C2 −400.64340 2 0 −12
C3 −400.63860 2 0 0
C4 −400.62061 2 0 48
C01 −400.62613 2 0 33
D0 −401.24422 3 0 −93
D1 −401.23728 3 0 −75
D2 −401.23685 3 0 −74
E0 −390.02906 4 1 −246
E1 −401.84055 4 0 −162
E2 −401.79484 4 0 −42
E3 −401.78779 4 0 −24
F0 −390.65556 5 1 −395
F1 −390.64083 5 1 −356
F2 −390.63626 5 1 −344
F3 −390.62317 5 1 −310
F4 −390.61492 5 1 −288
F5 −402.36783 5 0 −50

Total energies of intermediates of the reaction mechanism. E[H] is the total energy
in hartrees, #H the number of transferred hydrogen atoms with respect to the
resting state, #NH3 the number of ammonia molecules separated from the cofactor
complex and Erel the relative energy in kJ/mol of the corresponding intermediate
using a µH to adjust M and MH to the same energy as described in section 10.3 on
page 128.
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and Johannes Kästner, Book chapter in “Handbook of Materials Modeling”
Vol. 1, R. Catlow, H. Shercliff and S. Yip Eds. (Kluwer Academic Publish-
ers), scheduled for 2004



213

� “Nitrogen Binding to the FeMo-Cofactor of Nitrogenase”, Johannes Schimpl,
Helena M. Petrilli and Peter E. Blöchl, J. Am. Chem. Soc. 125, 15772
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